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Abstract

In this thesis we outline the fundamentals of the theory of orthomodular lattices
before deriving the structure and basic properties of the free orthomodular lattice
with two generators. We then introduce a notation proposed by Mirko Navara for the
elements of this lattice, and extend its original scope to a novel form of arithmetic in
orthomodular lattices.
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Chapter 1

Basic Concepts

1.1 Lattices

A lattice is a set L equipped with two binary operations A and V (read “meet” and
“join”) such that both operations are commutative and associative and they satisfy
the absorption laws

VabeL: (bVa)ANa=a and (bAa)Va=a.

All lattices also satisfy the idempotent laws: a ANa =a =aV a for all @ € L. This is
a direct consequence of the absorption laws:

aNa=((aNa)Va)ANa=aq aVa=((aVa)Na)Va=a.

Observe that the six lattice axioms (two associative laws, two commutative laws, two
absorption laws) can be grouped into pairs in which A is swapped with V and vice
versa. This implies that if (L, A, V) is a lattice, then so is its dual lattice (L,V, ).
Thus we obtain ([4], p. 5):

Duality Principle for Lattices. If a statement is true of all lattices, then its dual
(obtained by exchanging N\ with V) is also true of all lattices.

In any lattice, for any two elements a,b € L, the conditions a = aAband b = aVVb are
equivalent: suppose a = aAb holds, then by the absorption laws aVb = (aAb) Vb = b;
the reverse implication is analogous. We denote both of these equivalent properties
as a < b. The dual notion is >, which is also the converse relation.

The relation < thus defined is reflexive, antisymmetric, and transitive, making L
into a poset: all a,b, c € L satisfy

a=ala;
(a=aAband b=0bAa) implies a = b;
(a=aANband b=bAc)impliesa=aAb=aA(bAc)=(aNb)ANc=aAc.
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If the lattice (L, A, V) induces the poset (P, <), then its dual lattice (L, V, A) induces
(P, >), which is also a poset.

Some elementary properties through which this partial order interacts with the lattice
operations are as follows: for all a,b,c € L,

e aANb<aand aANb<b;dually aVb>aand aVb>b; (P1)
e (c<aandc<b)=c<aAbdually, (c>aand c>b)=c>aVb (P2)
e Isotone property: a < b implies cAa <cAband cVa<cVb. (P3)

The proofs (shown here only for the versions with A; the others are dual) are
straightforward:

aANb=(aNa)ANb=aAN(aNb) and aAb=aA(bAb)=(aNb)Ab;
(c=cANa and c=cAb) implies c=cAb=(cANa)ANb=cA(aND);
a=aAb implies cAa=cA(aNb)=(cAc)AN(aNb)=(cAa)A(cADb).

Our thus constructed poset is even a lattice poset: it has an additional property,
which we will now exhibit. Let P be any poset and define the greatest lower bound
or infimum of a subset K C P, denoted inf K, as an element x € P such that
x < a for all @ € K and, for any ¢t € P, the condition (¢ < a for all @ € K) implies
t < x. The least upper bound or supremum, denoted sup K, is defined analogously
by substituting > for <. By antisymmetry, greatest lower bounds and least upper
bounds are unique if they exist. We say that a poset P is a lattice poset if for any
subset {a,b} € P, the infimum and supremum exists. Our poset constructed from
the lattice (L, A, V) is a lattice poset, in which additionally the infima and suprema
are equal to the meets and joins: inf{a,b} = a A b and sup{a,b} = a Vv b. This is a
direct consequence of the properties (P1) and (P2).

Conversely, let us start with a lattice poset P and define two binary operations A
and V on P by

aAb:=inf{a,b}; a Vb :=sup{a,b}.
Then the resulting structure on P is a lattice. The following result holds ([4], pp.
12-14):

Two Definitions of Lattices. For a lattice (L,N,V), denote by <, the relation
defined by a <, b iff a = a A'b, and for a lattice poset (P, <), denote by A< the
operation a A< b = inf{a,b}. Define <, and V< analogously.

Then:
e For any lattice poset (P, <), <,. = < and <. = <.

e For any lattice (L, A\, V), A<, = A and V<, = V.



Thus the two definitions of lattices, either as a poset with additional properties or as
a universal algebra, are equivalent.

A lattice homomorphism ¢ : Ly — L; between two lattices Ly, Ly is a map that
preserves the meet and join operations, i.e. ¢(a Ab) = ¢(a) A ¢(b) and ¢(a V b) =
¢(a) V ¢(b) for all a,b € Ly. An order homomorphism ¢ is a map that preserves the
order relation, i.e. a <b & ¢(a) < ¢(b) for all a,b € Ly. Because the definitions
of lattices as algebras and as orders are equivalent, a map between two lattices is a
lattice isomorphism iff it is an order isomorphism.

For elements a, b of a lattice L, we write a < b and say that b covers a (a is covered
by b) if a < b and there does not exist any = € L such that a < x < b. The order
relation < in a finite lattice is fully characterized by its covering relation ([4], p. 6).
Accordingly, finite lattices are often represented by their Hasse diagram: a graph
in which elements of the lattice correspond to vertices, and for any a, b there is a
directed edge from a to b iff @ < b holds, drawn so that b is vertically above a. Since
< is the transitive closure of < in a finite lattice, this completely characterizes the
lattice. Conversely, in an infinite lattice < may even be a strict total order while <
is empty, as in (Q, min, max). Figure 1.1 depicts the five non-isomorphic nonempty
lattices with up to four elements.

o O/O\o
N/

O
O O
O

O—0—0—0

(@]
Figure 1.1: The Hasse diagrams of the five lattices with 1 < n < 4 elements

A chain is a lattice whose induced partial order is a total order. Clearly, in a chain
L, for any two elements a,b € L, it holds that either a Ab=a and a V b = b or that
aANb=band aV b= a; conversely, if a,b are incomparable, then both a A b and
a V b are distinct from both a and b. It is obvious that all finite chains of any fixed
cardinality are isomorphic (both as lattices and as orders); their Hasse diagrams are
like the leftmost four diagrams in Figure 1.1.

We shall refer to the two-element chain (L = {0,1},0 < 1) as 2; it is the only
two-element lattice. 2" shall denote the n-th direct power of 2, i.e. the direct product
of n copies of 2.

1.2 Special classes of lattices

Modular lattices

A lattice (L, A, V) is called modular if it satisfies the identities
e VabcelL: (aANb)V(anc)=aN(bV(aNc)); (M1)
e VabcelL: (aVb)A(aVe)=aV(bA(aVc)). (M2)



In all lattices, (M1) holds with inequality < and (M2) with > (|4], p. 71), thus
modular lattices are characterized by the fact that the reverse inequalities also hold.

Modularity is a self-dual concept. In fact, only one of the two modular laws is
sufficient to characterize modularity, since they are both equivalent to the (self-dual)
condition

VabceLl: c<a = (aANb)Ve=aA(bVc) (ML)

called the modular law. The equivalence is proved in [4], pp. 72-73. If = is replaced
by < in (ML), then the resulting statement, called the modular inequality, holds in
any lattice.

Modular lattices are a proper subclass of lattices, since the pentagon (Figure 1.2) is a
lattice which is not modular. Conversely, a lattice is modular iff it does not contain
the pentagon as a sublattice: in a nonmodular lattice, pick elements a, b, ¢ such that
c<aand (aAb)Vec<aA(bVc); then the elements

b, aANb, bVe, (aNb)Ve, an(bVc)

are all distinct and form a pentagon (cf. [4], pp. 109-110). We show first that neither
¢ < bmnor b < a can hold: for, if ¢ < b, then also ¢ < (a A b) by our assumption
that ¢ < a, and therefore (a Ab)Ve=aAb=aA (bVc), in contradiction to our
assumption that (a Ab) V¢ # a A (bV ¢). Similarly, if b < a, then also (b V ¢) < q,
and in this case a A (bV ¢) =bV e = (aAb)V ¢, so the contradictory equality follows
again.

Now we can prove that a A b, (a Ab)Ve,a A (bVc),bV c form a four-element chain.
Clearly non-strict inequalities all hold. No two elements can be equal, because

e aANb=(aANb)Vec = c<(aNb) = c<U
e (aANb)Vc#aA(bVc) by assumption;
e aN(bVec)=bVe = (bVe)<a = b<a.

Also, a Ab,b,bV c clearly form a three-element chain. The last piece of the proof is
to show that b is incomparable to both a A (b V ¢) and (a A b) V ¢. To this end, note
that if two elements are comparable, then their join is equal to one of them and so is
their meet. Consider

((aAb)Ve) Vb= (aAb)V(cVb) =bVe,

which is unequal to both b and (a A b) V ¢, and

bA(an(bVe)=0BAa)A(bVe)=bAa,

unequal to both b and a A (b V ¢).



Figure 1.2: The pentagon, characterizing modularity

Distributive lattices

A lattice (L, A, V) is called distributive if it satisfies the distributive laws
e VabcelL: aN(bVe)=(aNnb)V(aAec); (D1)
e VabcelL: av(bAc)=(aVDb) A(aVec). (D2)

In other words, we require that A be distributive over V and vice versa. Naturally,
this concept is self-dual. As with the modular law, inequality versions of these
identities hold in any lattice: the former with > and the latter with < ([4], p. 71).

The two distributive laws are equivalent to each other and to the self-dual condition
Va,bce L: (aVb)ANc<aV(bAc). (DL)

A proof can be found in [4], p. 72.

All distributive lattices are modular, as can be seen by a direct computation:

=aq (distributivity)
=(aN(bVa)AN(bVec) (associativity)
=aAN(bVe) (absorption)
=(aNnb)V(aAc) (distributivity)

The converse is not true: distributive lattices form a proper subclass of modular
lattices. The diamond (Figure 1.3) plays a similar role for distributive lattices as the
pentagon for modular lattices: a modular lattice is distributive iff it does not contain
the diamond as a sublattice. Evidently, the diamond is not distributive; for a proof of
the converse, take a modular nondistributive lattice with a A (bV ¢) > (a Ab)V (aAc),
then the following elements form a diamond (cf. [4], p. 85 and pp. 109-111):

(anb)V (bAc)V (cAa)=:u,
(aVb)AN(bVe)A(eVa)=:wv,
(aAv)Vu, (bAv)Vu, (cAv)Vu.



O/:\O
NP4

Figure 1.3: The diamond, characterizing distributivity

Complete lattices

For lattices seen as orders, the condition that every set of the form {a, b} with a,b € L
(that is, all one- and two-element sets) must have an infimum and a supremum is
equivalent to the much more natural condition that any finite nonempty set must
have an infimum and a supremum. One direction is trivial; the other one is due to
induction on a kind of associative property of infima and suprema: for all a,b,c € L,

inf{inf{a, b}, c} = inf{a, b, ¢} = inf{a,inf{b, c}},

and similarly for sup (see [4], pp. 9-10). Because A is also associative, the infimum
of every finite nonempty set coincides with its meet, defined inductively:

/\{:L‘o} = Zo; /\{:Uo, Ty.o., Tp} = /\{xo, Ty Tpo1} A Ty

The join of a finite nonempty set is defined similarly, and is equal to the supremum.

A lattice in which every subset has an infimum and a supremum is called a complete
lattice. The concept of completeness is self-dual. From now on we shall write A\ A
for inf A and \/ A for sup A for arbitrary subsets A of a lattice L, and use these as
definitions of meets and joins over arbitrary subsets of a complete lattice.

The empty set satisfies A @ =\/ L and \/ @ = A L, if they exist: A & is an element
x satisfying x <y for all y € @ and x > t for all £ € L satisfying t < y for all y € &;
because of the vacuous universal quantifiers, this simplifies to x > ¢ for all ¢t € L,
which means x = \/ L. This implies every finite lattice is complete.

Bounded lattices

An element 0 of a lattice (L, A, V) is called a zero if 0 < a holds for all a € L.
Similarly, an element 1 is called a unit if @ < 1 holds for all a € L. By antisymmetry,
zeros and units are unique if they exist. If the zero and unit are equal in a lattice,
then by antisymmetry, the lattice has precisely the one element which is both the
zero and the unit. Since the inequalities defining 0 and 1 imply

aN0=0, aVO=a, aAl=a, aV1l=1

for all a € L, this makes 0 the absorbing element of A and the neutral element of V,
and 1 the absorbing element of V and the neutral element of A. Since 0 < a holds
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for all a € L, the conditions 0 = a and 0 > a are equivalent for any a € L; likewise,
1 =a and 1 < a are equivalent.

Clearly, lattices may have “zero divisors” for the meet operation: there may exist
nonzero elements a, b such that a A b = 0, as in the rightmost lattice of Figure 1.1.
On the other hand, for the join operation, not only do lattices lack “zero divisors”,
but an even stronger condition holds: if two elements a and b of a lattice with a zero
satisfy a V b = 0, then it follows that both a = 0 and b = 0. For a proof, simply
consider that 0 = a VvV b > a, so a < 0, which is equivalent to a = 0; by symmetry,
b=0. Dually,ifaAb=1, thena =1 and b= 1.

A lattice which has both a zero and a unit is called a bounded lattice. Evidently,
0 and 1 are dual to each other, and boundedness is a self-dual concept. Every
complete lattice L is bounded, since the zero and unit are given by 0 = AL =\/ &
and 1 = \/ L = A @ respectively. In particular, every finite lattice is bounded. The
family of clopen sets of any topological space, equipped with the operations N and
U, forms a bounded lattice which in general is not complete.

In a bounded lattice, an atom is an element that covers 0; a co-atom is covered by 1.
A complement of an element x is an element Z such that tAZ =0and zVvVZ =1. A
complement of an element may not exist, as is the case for the middle element of the
three-element chain; or a single element may have multiple complements, as in the
diamond, where every non-zero, non-unit element has two complements.

Bounded lattices can also be seen as universal algebras (L,A,V,0,1) with two
additional nullary operations 0 and 1 that return the zero and the unit, respectively.
By such a definition, the class of bounded lattices forms a variety.

1.3 Ortholattices

An ortholattice is a bounded lattice (L, A, V, 0, 1) with an additional unary operation
' called orthocomplementation, which satisfies the axioms

eVacL: and =0; (01)
eVaecL: aVd =1, (02)
eVacl: d=q (03)
eVabeLl: a<b = d>0. (04)

(O1) and (O2) imply that @’ is a complement of a, so every element of an ortholattice
has at least one complement. (O4) shows that 0’ = 1 and 1’ = 0. (O3) shows that ’
is a bijection; also, it turns the implication in (O4) into an equivalence and makes
the operation ’ self-dual. This equivalence implies that for any subset A of L with
A ={d | ae A}, N A = inf A exists iff \/ A = sup A exists and they are equal,
likewise, \/ A" = sup A’ exists iff \ A = inf A exists and they are equal ([6], p. 17).
Thus, (O4) implies the De Morgan laws: for all a,b € L,

(and) =d Vv and (aVbd) =d AV. (DML)



Conversely, the De Morgan laws imply (O4), since a < b implies a V b = b and
therefore v/ = (a Vb) = da' ANV < a' ([1], pp. 30-31). Thus, the De Morgan laws
also imply each other, and ortholattices can be characterized through equations
only, therefore the class of ortholattices is a variety. (O4) is known as the antitone
property; it extends also to the strict order < and the covering relation <, and it
implies that ’ maps atoms to co-atoms and vice versa.

In an ortholattice L, the relation {(a,b) € L? | a = b or a = '} is an equivalence
relation. Clearly its equivalence classes have at most two elements. If for some
element a € L the equivalence class has only one element, i.e. it holds that a = d/,
then 0 = aANd =aNa=a=d =d Vd =aVad =1, so the entire lattice
has only one element. Therefore, every finite ortholattice has either one element
or else an even number of elements. The mapping a — d' is an isomorphism
of the ortholattice (L, A,V,0,1,’) onto the dual lattice (L,V,A,1,0,), so every
ortholattice is isomorphic to its dual. This is not the case for general bounded
lattices, as the pair of bounded lattices in Figure 1.4 demonstrates.

: O/O\O
N N
N \

O
Figure 1.4: A pair of mutually dual, non-isomorphic bounded lattices

If @ < o holds in an ortholattice for some element a, then a = a A a’ = 0; so
in particular da: a < d’ is true only in 2. Thus the only ortholattices in which
a’ = b does not imply a # b and a £ b are the one- and two-element ortholattices.
Accordingly, we shall represent finite ortholattices with more than two elements
through extended Hasse diagrams in which a solid line represents covering and a
dashed line connects pairs of non-zero, non-unit orthocomplements, as in Figure 1.5,
representing the ortholattice 22. In larger Hasse diagrams, we shall omit indicating
orthocomplementation when it can be uniquely deduced from the axioms (O1)-(04).

Figure 1.5: 22, the smallest ortholattice with more than two elements

A distributive ortholattice is called a Boolean algebra. The well-known Stone’s
representation theorem for Boolean algebras states that, for all Boolean algebras
B, there exists a set S such that B can be embedded in the Boolean algebra
(P(S),N,U,2,5, X — S\ X) via an injective homomorphism, and that for finite



Boolean algebras this homomorphism is bijective. Thus in particular every Boolean
algebra is isomorphic to a subalgebra of 2! for some index set I, and every finite
Boolean algebra is isomorphic to 2" for some n € N. In particular, the cardinality of
every finite Boolean algebra is a power of two. Thus Boolean algebras are the most
well-behaved ortholattices. This is elucidated by the fact that 2 must be a member
of every nontrivial variety of ortholattices, and 2 generates all the Boolean algebras
through subalgebras and direct products, so the class of Boolean algebras covers the
trivial class in the lattice of varieties of ortholattices ([6], pp. 121-123).

If an ortholattice is a Boolean algebra, then 2’ is the only complement of any element
x, 1.e. if some element T satisfies t AZ =0 and VT = 1, then Z = 2. For a proof,
let  be a complement of x in a Boolean algebra, then 2’ =2’ A1 =2/ A (z V ),
which by the distributive laws equals (2 Ax) V (2 AZ) =0V (2’ AT) = 2’ A &, thus
overall ' = 2’ A , which means 2’/ < #; with the dual argument, one shows =’ > &
and therefore 2’ = Z by antisymmetry ([4], p. 97).

The same proper inclusion chain “lattice D modular lattice D distributive lattice”

also holds for ortholattices: not all ortholattices are modular, and not all modular
ortholattices are distributive. An example of a nondistributive modular ortholattice
is the lattice MOq or Chinese lantern of Figure 1.6, and an example of a nonmodular
ortholattice is the lattice Og or benzene ring of Figure 1.7.

SN

Figure 1.6: MO, a nondistributive modular ortholattice

Figure 1.7: Og, a nonmodular ortholattice

1.4 Orthomodular lattices

There is yet another variety of ortholattices which is contained strictly between
the class of all ortholattices and the class of modular ortholattices, namely the
orthomodular lattices. We shall see that while Og does not characterize modularity
for ortholattices, it does characterize the weaker condition of orthomodularity. On

10



the other hand, MO, plays an important role for subalgebras of orthomodular lattices
generated by two elements.

An orthomodular lattice is an ortholattice which additionally satisfies the identities

VabeL: an(dV(aAb)=aAb, aV(dA@Vb)=aVb. (OM)

As with modularity and distributivity, these mutually dual identities imply each
other; thus, only one is necessary and orthomodularity is self-dual. However, unlike
with modularity and distributivity, the proof is even simpler in this case, since every
ortholattice is isomorphic to its dual via orthocomplementation.

The two identities are both equivalent to the pair of mutually dual conditions

a<b = aV(dAb)=0,

OML
a>b = aNn(dVb)=0 ( )

Va,be L: {

of which the version with < is called the orthomodular law. To prove that (OM)
implies (OML), note simply that a < b implies b = a V b and thus a V (¢’ A b) =
aV (' A(aVb)) =aVb=b. The converse implication follows from simply noticing
that for any two a,b € L, we have a < a V b.

Another common characterization of orthomodularity ([6], pp. 22-23) is either of
the dual conditions

(a<b and bAd =0) = a=0,

, B (OML*)
(a>b and bVd =1) = a=0b.

VabelL: {

To prove (OML) implies (OML*), let a,b € L be such that a < b and bAa’ = 0; then
on the one hand aV (a’Ab) = b by (OML), but on the other hand aV(a’Ab) = aV0 = a,
thus @ = b. Conversely, let a < b; then, since also a’ A b < b holds, we have
aV (a’ Ab) < b; moreover,

bA (aV (@ AD)) =bA (aA(d AD)) = (d Ab)A(d AD) =0,

thus, by (OML*), a V (¢’ Ab) = b, proving (OML).

Every modular ortholattice is an orthomodular lattice, since by the modular law,
a < bimplies (bAd)Va=0bA(adVa) =bA1 =0b However, as mentioned
above, an orthomodular lattice is not the same thing as a modular ortholattice:
orthomodularity is a strictly weaker condition than modularity. Figure 2.1, given
in [1], p. 42, is an example of an orthomodular lattice which is not modular, as it
contains the pentagon as a sublattice.

The benzene ring characterizes orthomodularity among ortholattices. Clearly it is not
orthomodular; conversely, suppose L is not orthomodular, then there are elements
s,t such that s <t, t As’ =0 and yet s # t. Then the elements 0, s, s',¢,t',1 form a

11



benzene ring ([1], p. 54). Firstly s <t and s # ¢ imply s < ¢; by (0O4), s’ > ¢/, and
because ’ is bijective, s’ # t’; thus ' > t’. Thus we have the inequality chains

0<s<t<1; 0<t <s <1.

We first show that all inequalities here are strict: if 0 = s, equivalently s’ = 1, then
on the one hand t A s’ = 0 by assumption, but on the other hand t A s’ =t A1 =1t,
thus s = 0 = ¢, in contradiction to s # t. Likewise, if 0 = ¢, or t = 1, then
0=tAs =1As =5, contradicting s" # t'.

Finally, we need to show none of the following pairs are comparable:

(s,8), (s,t"), (t,8), ().

If any element u was comparable with its complement, then either u =0 or u =1,
which we have ruled out for all of s,¢,s’,#. If t and s’ were comparable, then s and
t’ would also be comparable, and vice versa; in both cases t A s’ would have to be
equal to either ¢ or s’, but by assumption it is equal to 0. Thus 0, s, s’,¢,¢',1 form a
benzene ring, as desired.

12



Chapter 2

Structure of Orthomodular Lattices

2.1 Commutativity

The relation x commutes with y, written xCy, for two elements x and y of an
ortholattice L is defined as

zCy ff z=(zAy)V(zAY).

We shall write zC"y and read = dually commutes with y for the dual relation, obtained
by exchanging A and V. Similarly, xC'y shall denote the converse relation, i.e. yC'x.
An element c is called central in L if zC'c holds for all z € L.

We begin with a few elementary remarks. The relations C' and C’ are not empty, as
for any element x € L it holds that 0Cz, 1Cz, xC0, and xC'1, and all of the above
with C" in place of C. The relation C' is a superset of <, since for any two elements
z,y € L, x <y implies (x Ay)V (x Ay') =xV (z Ay') = z by absorption. Similarly,
(" is a superset of >. In particular, both C' and C" are reflexive. Moreover, for any
two elements x,y € L, xCy trivially implies xC/’, and likewise for C’. In particular,
every element commutes and dually commutes with its complement. Finally, the
notation C” for the dual of C' is motivated by the equivalence zC"y < x'Cy/’ for all
x,y € L, which follows from the De Morgan laws.

However, C is generally not symmetric nor transitive, and C' and C” are in general
different relations. It is a defining characteristic of orthomodular lattices in particular
that C' agrees with C’ and both are symmetric.

Theorem 2.1.1 ([1], pp. 45-46). In any ortholattice L the following conditions are
all equivalent:

(i) L is orthomodular;

(ii) C =C';
(iii) C'=C";
(w) C =C.

13



Proof.

e (i) = (ii): Assume zCy, so z = (x Ay) V (x Ay'). By the absorption law,
tVy=yV(yArz)V(y Az)=yV (y Az). Now define

a:=y; b:=(yVaz)A(yVva).

It suffices to show that a and b are equal, as this will prove C'y implies yC'z;
the converse implication is equivalent. To this end we note first that

aNb=yANyVa)AN(yVa)=yAyVa)=y=a

by applying the absorption law twice, so that a < b; and secondly,

bAd =(yVa)ANyVva)ny
=@Va)AY Az) Ay
=(yVa)A (W Ax)Vy)
=@Vy A(zVvy)
= 0.

Now the conditions of (OML*) are met and it follows that a = b.

e (ii) = (iii): By assumption and the elementary remarks we obtain

2Cy = 2Cy = y'C'x = yC'7 0N 7Cy = xC'y.

e (i) = (iv): From what was proven so far, orthomodularity implies C' = C and
C = C". Then
2Cy = yC'z = yCu.

e (iii) = (i): Suppose C' = (" and take two elements a,b € L such that a < b.
Then bC’a, which by assumption implies bC'a, which together with a < b gives
b=(0bANa)V(bAd)=aV (ad AND). By (OML), L is orthomodular.

e (iv) = (i): Suppose C' = C and take a < b, which implies aCb. By assumption,
bCa follows, and this along with a < b implies orthomodularity just like in the
point above.

O
Corollary 2.1.2. In an orthomodular lattice L and x,y € L, for all
x,xe{z, 2}, y.yei{yy} C,Ce{ccc, CCY,

xCy s equivalent to )Eéjf O

A crucial property of commutativity in orthomodular lattices is given by the
Foulis—Holland theorem: commutativity between triplets of elements implies their
distributivity.
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Theorem 2.1.3 (weak Foulis—Holland; [1], pp. 47-49). Let L be an orthomodular
lattice and a,b,c € L. If one of a,b,c commutes with the other two (e.g. aCb and
aC'c), then any permutation of a,b,c satisfies the distributive laws.

Proof. Let aCb and aC'c. We need to verify twelve distributive identities: two for
each of the six permutations of a, b, c. However, we can reduce the work. Define

Dp(a,b,c) < aN(bVe)=(aNb)V(aAc);
Dy(a,b,c) < aV(bAc)=(aVb)A(aVc).

Then, in any distributive identity involving a,b,c, we can always exchange the
rightmost and middle elements by the fact that A and V are commutative, and we
can always exchange b and ¢ by exchanging their roles, since the assumptions are
symmetric in b and c. Overall, this lets us reduce the six permutations to just two:
specifically, for ¢ € {A,V},

Dy(a,b,c) < Dg(a,c,b); Dy(byc,a) < Dy(bya,c) <& Dy(c,a,b) < De(c,b,a),

reducing the number of identities from twelve to four. Moreover, the assumption
aCb and aC'c also implies a'CV and a'Cc by Theorem 2.1.1; thus, defining A" =V
and V' = A,

Dy(d', b, ) < Dyi(a,b,c),

so that the dual identities follow by considering a’, b, ¢’. This leaves only two identities
to prove (e.g. Dp(a,b,c) and Da(b,a,c)), which we now proceed to do.
(i) Da(a,b,c): Define
z:=(aAb)V(aAc) and y:=aA(bVec).

In any lattice x < y holds (cf. [4], p. 71). We will show that y A 2’ = 0, so
that we may apply (OML*) to obtain z = y.
By assumption, aCb and therefore i’C’a by Theorem 2.1.1. Therefore

aNb =anNV Va)AN Vd)=an(Vd)
by absorption. Similarly, aC'c, so that a A =a A (¢ V a'). Now

' ANy=((anbd) ViaAc) Aar(bVe)
= (a ANb)'AN(a N c) NaAn(bVe)
= (dVV)AN@V ) Nan(bVec)

=aAc’

= (dVV)ra NdAN(DVe)
b
=aNb’

=aN UANJ ANDVe)
=aA(bVe)ANDVc)
=aN0

=0.
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(ii) Da(b,a,c): By a similar argument, defining this time
z:=0bANa)V(bAc) and y:=bA(aVec),

using aCb to conclude a'C’b and therefore (a’ V ¥') Ab = a’ A b, and using aCc
to conclude cC’a and therefore a’ A (a V ¢) = a’ A ¢, one obtains using the same
sequence of steps as above that 2/ Ay = 0.

]

An important consequence of the Foulis—Holland theorem is that in orthomodular
lattices, C' is compatible not only with ’/; but also with A and V:

Theorem 2.1.4 ([1], pp. 49-50). Let L be an orthomodular lattice and a,b,c € L.
If aCb and aCc, then also aC'(b A c) and aC(bV c).

Proof. Observe that if one of the assertions is proved, the other one follows, since
for ¢ € {A,V}, assuming (aCb and aCc) = aC(b{ ¢) is proved, we have

(aCb and aCc) = (aCl and aCc) = aC (' O) = aC(bO ¢) = aC(b{ ¢)

using the notation from the proof of Theorem 2.1.3. It therefore suffices to show one
of the two assertions; we will show aC'(bV ¢). Assume therefore aCb and aC'c, then
the condition of Theorem 2.1.3 is satisfied, so a, b, ¢ are distributive; moreover, since
also a’Cb and a'C'c, we get that a’, b, ¢ are distributive; finally, we also have bC'a and
cCa. Putting all that together, we obtain

(bve)yna) v ((bVe)Ad)
=bAa)V(cAha)V((bAd)V(cNd
=bAa)V(bANd)V(cAa)V(cAd)
=bVe,

~—

thus (bV ¢)Ca and therefore aC'(bV c). O

By an inductive argument and by applying C' = C' we come to the following corollary:

Corollary 2.1.5 ([1], p. 51). In an orthomodular lattice, if for some natural numbers
n,m all elements a; for all i € {0,1,...,n — 1} commute with all elements b; for all
j€40,1,...,m — 1}, then all elements of the form

p(ao,al,...,an_l), q(bo,bl,...,bm_l)

also commute, where p and q are n-ary and m-ary functions defined by terms in n

and m variables and the operations N, V, and’. [
The significance of the above corollary is that elements of the form p(zg, z1,...,2,1)
for some natural number n and some n-ary function p defined by a term in A, V, and
"are precisely the elements of a subalgebra generated by the elements xg, 1, ..., T, 1.

Therefore, if we can find a generating set for a subalgebra of an orthomodular lattice
in which every element commutes with every other, then every element of the whole
subalgebra commutes with every other.

16



2.2 Characterization of Boolean algebras

We know that an ortholattice is a Boolean algebra iff it is distributive. The following
Theorem 2.2.1 allows for an alternative characterization of Boolean algebras among
ortholattices through the commutativity relation.

Theorem 2.2.1 ([1], p. 65). In any ortholattice L the statements (i)-(iv) are all
equivalent:

(1) C = L?;

(i1) C is an equivalence relation;

(111) C is transitive;

(iv) L is a Boolean algebra.
Proof. (i) = (ii) = (iii) is trivial. For (iii) = (i), note merely that aC'0 and 0Cb
hold for any a, b, so by transitivity aCb.

For (iv) = (i), assume L is distributive, then for any two elements a, b we have
a=aANl=aABV)=(aNb)V(aNV),

thus aCb, proving C' = L2,

For (i) = (iv), suppose that C' = L?; then in particular C' is symmetric, so L
is orthomodular and we can apply Theorem 2.1.3; since for any three elements
a, b, c we have aCb and aClc, all distributive identities between a, b, ¢ hold and L is
distributive. O]

Another characterization of Boolean algebras is through uniqueness of complements.
While general bounded lattices may not have complements for every element, and
ortholattices only ensure the existence of at least one complement of every element x
(namely '), Boolean algebras always have ezactly the one complement 2’ for every
element x. What’s interesting is that the converse also holds; and it allows to single
out Boolean algebras from all ortholattices. We first need an auxiliary result.

Theorem 2.2.2 ([6], pp. 25-26). In an ortholattice L the complements of an element
x are all of the form

(yn @' va)) vy Aa'),

where y € L. If L is orthomodular, then the converse also holds, i.e. for everyy € L,
elements of this form are complements of x.

Proof. We show first that all complements of = are of this form. Let Z be a complement
of x, then by the De Morgan laws 7’ is a complement of 2’ and thus

(@EA@E V) V(@ An)=(@EA1)VO=E,

thus 7 is of the required form with y = .

17



We now show that if L is orthomodular, then all elements of this form are complements
of z. First we prove that, for all y, the meet of (y A (y' V 2')) V (y' A ') with z is 0.

We apply a technique known as focusing: in an expression of the form (a A b) V ¢ or
(aVb)Ac, we identify one of a, b, ¢ which commutes with the other two, so that we may
apply distributivity by Theorem 2.1.3. In our case, in ((y A (v V') V(¥ A2')) Az,
y' A x’ commutes with both z and y A (¢’ V 2’), thus we can apply distributivity:

/N
—~

y/\(y’va:’))v(y’Aas’)>/\x

(A va)) ne) V(Y Aa')Az)

= (yn2) Ay Aa) )V (YA @A)
——

(.

=0 =0

Next we show that the join is 1. Here we focus on ¢’ V 2/, which commutes with
both y and =x:

/N
—~

YA (y'\/m’)) v (y'/\m')) Vi

= (n
(
((
(ly

\/a:) vV (y' A

yva)A((y va)v )))V(y’/\x’)
yV

—_——
=1

) A1)V (Y Aa)
V) V(yVa)

]

We can now prove that Boolean lattices are exactly the uniquely complemented
ortholattices:

Theorem 2.2.3 ([6], p. 26). An ortholattice L is Boolean iff every element x has
exactly one complement, namely x’.

Proof.

e (=): This has been proved already in a remark in Chapter 1. For an alternative
proof using Theorem 2.2.2, note that every complement of x is of the form

18



(yA (¥ Va)) V(y Az') and then the distributive laws imply

(AW V)V A
=(wAy)V (yra)) vy Ana')
——

=(yA2) V(Y A

(«<=): Suppose now that for all x € L, 2’ is the only complement of x.

We first show that L is orthomodular. Let x,y € L be such that x <y and
y Az’ = 0; we will show x = y. Note that z < y implies z = x Ay and therefore
z ANy =(xANy)ANy =xA(yAy')=xA0=0; on the other hand, y A2’ =0
implies, by taking complements, that V¢ = 1. Thus ¢ is a complement of z,
and so, by the hypothesis of unique complements, 3’ = 2’ and thus y = x.

Now that it has been established that L is orthomodular, we can apply Theorems
2.1.3, 2.2.1, and 2.2.2. We know all complements of = are precisely the elements
of the form (y A (v Va')) V (y Aa') for arbitrary y; thus, by the hypothesis of
unique complements,

WA V) vy ra)=a

holds for any x,y € L. Let therefore x,y € L be arbitrary; we will prove yC'x,
from which it will follow that C' = L? and therefore that L is Boolean.

First, take the meet with y on both sides:
y A ((y/\ (y'va)) Vv (y /\x’)) =yAda.
Now we focus on y, which commutes with both y A (¢ V 2’) and with (y VvV z)" =
y N
yA (WA W VD) v Ax))

= (yAyAn (V) V(yAy A
—— \6_/
:y =

=AW V) V(A
=A@ Vva))Vvo
=y Ay V)

Thus we have y A (y V2') = y Ax’. Now take the join with y A x on both sides:

(AW va))vyrz) =@yAz)V(yAx).
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Now if we can show that the term on the left-hand side is equal to y, then we
will have proven yCz. We use the orthomodular law:

a<b = aV(adNb)=b.
Define a := y A x and b := y; then a < b is satisfied, and so
(YA V) VyAz)=0bAd)Va=Db.

Therefore we conclude y = (y A z) V (y A 2'), thus yCx.
[

Remark: Another relation which can be seen as a measure of distributivity in
ortholattices is the relation of perspectivity, defined as follows: In a bounded lattice
L with a,b € L, a is perspective to b (written a ~ b) if a and b have a common
complement, i.e. there exists ¢ € L such that aAc=0=bAcandaVc=1=bVec.
In light of the above Theorem 2.2.3, we have the following corollary:

Corollary 2.2.4 ([6], p. 73). An ortholattice is Boolean iff ~ is the identity relation,
i.e. (~)=A{(z,z) | zeL}. O

2.3 Intervals

For a lattice L and a,b € L,a < b, the interval [a,b] is the subset {z € L | a <z < b}.
(Unlike its notation may suggest, an interval of L need not be a chain if L is not
one.) By the properties of the induced partial order and by its transitivity, for all
x,y € L we have

a<z<banda<y<b = a<(rAy)<banda< (xrVy)<bh,

thus [a, b] is a sublattice of L. Note that, of course, intervals of ortholattices are
generally not closed under orthocomplementation: in any non-trivial ortholattice,
the interval [0,0] = {0} does not contain 0’ = 1. Intervals of ortholattices can even
have a structure where no unary operation could be an orthocomplementation: take
for instance the three-element interval [0,¢] = {0, s,t} of the benzene ring.

However, under additional assumptions, one can define a new orthocomplementation
on intervals of L. Let a,b € L, a < b and define the operations

"= (a V') A b; e = av (2 AD).

The interval [a,b] is closed under both: for all z € [a,b], %7 < b because 21’ is a
meet with b, and 2" > @ because it is equal to

e = (ava)Ab=(aVa)A(aVDb),
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the meet of two elements which are both joins with a. The proof for 2" is analogous.

The next theorem states that if these two operations are equal on [a, b], and under
additional conditions of commutativity, they define an orthocomplementation on
[a, b] that makes it an ortholattice.

Theorem 2.3.1 (cf. [1], pp. 55-57). Let (L,A,V,0,1,") be an ortholattice and
a,b € L with a < b. If for all x € [a,b], 2°T = ™ (we shall write z° for both),
and x both commutes and dually commutes with both a and b, then the algebra
([a, ], A, V, a,b, “*) is an ortholattice. In particular, both additional conditions are
fulfilled if L is orthomodular, in which case ([a,b], A, V,a,b, “®) is also orthomodular.

Proof.
e (O1): Because x € [a, ],
Az =z A((aVa)Ab) = (xAD)A (' Va)=xzA(z'Va).

Because both z and 2% are in [a, b], and intervals are closed under joins and
meets, A (2’ V a) is also in [a, b], thus it commutes with a:

A (2'Va)

(zA (' Va)Na)V (z A (2" Va)Ad)
:((x/\a a\/x)\/(l‘/\a (Il\/a))
:(EL/\(CL\/JI)) (($l\/a) (l'\/a))
=aVO0

= a.

Thus x A 2% = a, proving (O1).
e (02): Similarly,
eVl =z Vv(aV (@ Ab)=(xVa)V (' Ab) =zV (' Ab).

A similar argument as above, considering that = V (2’ A b) dually commutes
with b, shows that it is equal to b, thus x V z%® = b, proving (02).

e (O3): Note that, because all x € [a,b] commute with a,
aV(dNz)=(aNz)V(dANz)=(xANa)V(zAd)=ux.
Similarly, since all z dually commute with b,

bAWVZ)=0OVa)ANW V)= (VD) A Vb =

Therefore,

(zalbyelb = (a V ((aVa)A b)l> Ab
=(aV(aVvad)VV)Ab
=(aV (@ ANz)VV)AD
=(xVV)AD



o (O4): If x <y, then
x/zy/;
AND>y N
aV (' Ab) >aV (y AD)

by the isotone property of the lattice order. Thus 2 > I,

e Orthomodularity of L implies the conditions of the theorem:
a <z < b implies aC'x and zCb, which by orthomodularity implies all of xCa,
xC'a, xCb, C'b, which is the second condition. Also, a < x < b implies that
a commutes with both 2’ and b, thus from distributivity we conclude

™ =(ava)Ab=(aV2)A(aVD)=aV (z'Ab) = 2™

e Orthomodularity of L implies orthomodularity of [a, b]:
We show (OML). For z,y € [a,b], assume x < y. Then xCy and thus yCxz'.
Also, because a < y, we have aC'y and yCla; finally, by Theorem 2.1.4, yC'(aVz').
We focus on y:

zV (27 A y)

:m\/((a\/m /\b)/\y)

:m\/((a x)/\b/\y)

:m\/((a ') A )

=(zVv(ava))A(zVy)
—

=xVy

=y.

V
Vv

O

Two maps of a lattice L into the interval [a,b] (a,b € L, a < b) are the upper
contraction a1b and the lower contraction alb, defined by

atb(z) == (aV x) Ab;
alb(z) = aV(xAb).

By the modular inequality, for all a,b € L witha < b,and all z € L, alb(x) < atTb(x),
which justifies the names (cf. [1], p. 58). The condition that they be equal for
all a,b € L with a < b and all x € L is exactly equivalent to the modularity of L.
Evidently, both a1b and alb are the identity on [a, b], hence they are idempotent
and therefore surjective; also, it is clear that for all x € L,

atb(z’) = 2" and alb(a') = 2.
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Recall that an element ¢ of an ortholattice L is called central if xCc holds for all
x € L. Clearly, if ¢ is central, so is ¢. Because ’ is a bijection from L to L, a
central element equivalently satisfies x'C'c for all € L, which in turn is equivalent
to xC’c. Thus, every element of L both commutes and dually commutes with a
central element.

The theorem below states that if L is an ortholattice, under additional conditions
similar to — but stronger than — those in Theorem 2.3.1, the upper and lower
contractions are homomorphisms of L onto the ortholattice [a, b].

Theorem 2.3.2 (cf. [6], pp. 20-21). Let (L,A,V,0,1,") be an ortholattice and
a,b € L witha <b. If athb=alb on all of L (we shall write alb for both), and both
a and b are central in L, then alb is a homomorphism of (L,A\,V,0,1,") onto the
ortholattice ([a,b], A, V,a,b, ).

Proof.

e Preserving 0 and 1: This is trivial, since a|b(0) =aV (0Ab) =aV 0 =a and
alb(1) =(avV1)Ab=1Ab=0.

e Preserving : We must show a|b(z’) = (a|b(z )) First, note that xCa and
xC'b for all x € L implies
zVa=((zAa)V(zAd)Va=((xANa)Va)V(zAd)=aV(dAz),
cAb=(zVb)A (Vb)) Ab=(xVDb)Ab)A(zVb)=bA('Va

by absorption. From this we obtain

(a|b(x))a‘b = (aV(z A b))alb
= ( a\/ (x A b A b)

V (a' A (z AD) AD)
(x/\b )

V ((z' V') AD))
—a\/(x' b)

= alb(z').

~—~

e Preserving A and V: Since the conditions of this theorem imply the conditions
of Theorem 2.3.1, it suffices to show that one of the binary operations is
preserved, since the other one will then also be preserved by the fact that ’
preserved and that the De Morgan laws hold in the ortholattice [a,b]. We will
show it for V.

Firstly, for all x,y € L we show the implication
(x<bandy <V) = x=(xVy)Ab.

On the one hand, x < b by assumption and z < z Vy, thus also x < (z Vy) Ab.
On the other hand, y < ¥ and so (xVy) Ab < (xVI)Ab=xAb=x by the
isotone property, where (x V') Ab =z A b was proved in the previous point.
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Next, for all x,y € L we can show that z, y, and b distribute:
(xVy)ANb=(zAb)V (yAb).
This follows from the above:
(xVy)AD
= (( T AD)V (zAb)) V ((y/\b)\/(y/\b’))) Ab
— ((ngb)v(yAbz) v (ExAb’)V(yAb’))) Ab.

Vv Vv
=X =y

We have x < b and y < ¥V, therefore (x Vy)Ab=x= (x Ab)V (y Ab), which
completes the proof.

Finally, we can show a|b(z V y) = a|b(x) V a|b(y):

alb(z) v alb(y)
=aV(xAb)VaV(yAbd)
=(aVa)V(zAb)V(yAb)
=aV(xAb)V(yAb)
=aV ((zVy)AD)

= alb(z V y).

]

Remark: Unlike with Theorem 2.3.1, the orthomodularity of L is clearly not sufficient
to guarantee the conditions of Theorem 2.3.2. Theorem 2.2.1 implies that the most
general class of ortholattices that satisfies these conditions for every interval is the
class of Boolean algebras. In fact, orthomodularity is not even sufficient to guarantee
that the lower and upper contractions coincide; that condition is equivalent to
modularity, which is strictly stronger. The orthomodular, but not modular, lattice in
Figure 2.1 gives a counterexample: any two-element interval whose lower end is one
of a, b, c (the upper end is one of ¢, ', a’) generates two contractions that map d to
different values.

Nevertheless, it is noteworthy that if an interval is of the form [0, b] or [a, 1], then the
conditions are almost fully fulfilled: the two contractions coincide in this case, and 0
and 1 are always central. In this case it suffices to require that the other endpoint of
the interval also be central. This is exactly the situation in the main theorem of this
section.

Theorem 2.3.3 ([6], p. 20). Let (L,A,V,0,1,) be an ortholattice and ¢ € L. Then
the following statements are equivalent:

(i) c is central in L;

(11) ¢c:x— (xNc,x\Nc) is an isomorphism of L onto the ortholattice [0, c] X [0, ('],
where the ortholattice operations on the intervals are defined as in Theorem
2.8.1; the inverse mapping to ¢. is (x,y) — x \V y.
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c v a’
d d
a b c
0

Figure 2.1: An orthomodular lattice which is not modular

Proof.

e (ii) = (i) is straightforward: Assume the given mapping ¢, is an isomorphism.
Then we have

¢c((:c Ac)V (z A c’))
de(x Ne)V do(x N )
=(@xANeche, zAcANE)V (AN ANe, e AN
=(xAc, 0)V (0, zAC)
(xAc)VO, (OV(zAC))
=(xANc,xACd)
= ¢e(7).
Because ¢, is injective by assumption, x = (z Ac) V (x A ) for all z € L, so ¢
is central.

e (i) = (ii): Assume c is central. As outlined in the remark above, the conditions
of Theorem 2.3.2 are satisfied for both [0, ¢] and [0, /] (since ¢ and ¢ are either
both central or both not central), and so the contractions

Olc:z+— x A O :x—axnd

are homomorphisms of L onto the ortholattices [0, ¢|] and [0, ¢|, whose units
are ¢ and ¢, respectively, and whose orthocomplementations are

!
20 =2/ A 20 =2 A

Therefore ¢, : x — (0]c(z),0|d(z)) = (x Ac,x A ) is a homomorphism into
the direct product ortholattice [0,¢] x [0,¢]. It remains to show that this
homomorphism is bijective.

To show that ¢, is injective, let z,y € L with ¢.(x) = ¢.(y). Equality of the
ordered pairs implies their components are both equal, thus z A ¢ = y A ¢ and
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xANcd =y Acd. Now because ¢ is central, we have xCc¢ and yCe, thus
r=(xANc)V(@ANd)=(yNe)V(yNnd)=uy.

To show ¢, is surjective, recall that, as part of the proof of Theorem 2.3.2, we
have shown the implication

(x<candy<d) = z=(xVy Ac

provided c is central. By symmetry, and by noting that ¢’ is also central, we
also have the conclusion y = (z V y) A ¢’. Then it follows that ¢. is surjective,
because for every x € [0,¢|,y € [0, '], it holds that (z,y) is the image of z V y
under ¢.. This also shows that (z,y) — x V y is the inverse mapping to ¢..

]

The above Theorem 2.3.3 is of importance in inductive proofs of statements about
finite ortholattices. It will also be central to the characterization of the free
orthomodular lattice with two generators, as it too will turn out to have nontrivial
central elements, and thus is isomorphic to a nontrivial direct product. Finally, an
important consequence of Theorem 2.3.3 is the following strengthening of Theorem
2.1.3, stating that if some element a of an orthomodular lattice commutes with two
others b and ¢, then not only do a, b, ¢ satisfy the distributive laws, but any meets
and joins of them also do, i.e. the generated sublattice is distributive.

The sublattice generated by a subset A of a lattice L, for which we will write [A], is
the closure of A under A and V; it is the smallest sublattice of L containing A as a
subset. Note that if L is an ortholattice, a sublattice of L need not be closed under
orthocomplementation. The closure under A, V, and the orthocomplementation is
the subalgebra generated by A, which we will denote by [A]. It is clear that if ¢
is a lattice homomorphism, then ¢[A] = [¢(A)], similarly, if ¢ also preserves the
orthocomplementation between ortholattices, then ¢[A] = [¢(A)].

Theorem 2.3.4 (strong Foulis—Holland; [6], p. 25). Let L be an orthomodular lattice
and a,b,c € L. If one of a,b,c commutes with the other two (e.g. aCb and aCc),
then the sublattice [{a,b,c}] is distributive.

Proof. Consider L := [[{a, b, c}]] Being a subalgebra of L, L is also an orthomodular

lattice. In L, a commutes with both b and ¢, and it also commutes with itself;
because of Theorem 2.1.4, a commutes with every term function of a,b,c in A, V,
and ', that is, every element of L. Thus a is central in L, and by Theorem 2.3.3, Lis
isomorphic to [0, a] x [0, a'].

Now consider the following sublattices of L:

e The sublattice generated by {1,b,c} in L is L, := {1,b,¢,b A c,bV c}. Tt is
easy to see that this lattice is distributive: e.g. it is isomorphic to the first
lattice of Figure 1.4, which has no pentagon and no diamond.

e The sublattice generated by {0,b,c} in L is Ly :={0,b,¢,b A ¢,bV ¢}, which
is isomorphic to the second lattice of Figure 1.4 and is likewise distributive.
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Next, note the following:

e 0la({a,b,c}) = {aNa,aNbanct={a,aNbaAc}=0[a{1,b,c}). The
sublattice generated by {1,b, ¢} is L,, which is distributive; thus also 0|a(L,) =
0la[{1,b,c}] = [0]a({1,b,c})] = [0]a({a,b,c})] = O]a[{a, b, c}] is distributive.

e 0|d'({a,b,c}) = {d Na,d Nbd' Nc} = {0,a" ANb,a’ A c} = 0]d'({0,b,c}).
Likewise, the sublattice generated by {0, b, c} is L., which is distributive, so
0|a’ (L) = 0|d'[{a, b, c}] is distributive.

Finally, using the notation of Theorem 2.3.3, ¢,[{a, b, c}] is distributive, being the
direct product of the two distributive lattices 0|a[{a, b, c}] and 0|a'[{a, b, c}]. However,
since ¢, is an isomorphism, it follows that also [{a, b, c}| is a distributive sublattice
of L and thus of L. O

We finish this section with a few closing remarks on the strong Foulis—Holland
theorem. The proof presented here relies on the small size of lattices generated by
two elements x, y: in the worst case, when x and y are incomparable, the (free) lattice
generated by x,y still has only four elements and is isomorphic to the rightmost
lattice of Figure 1.1; it is distributive. This technique does not extend to ortholattices,
which have significantly more elements in the general case. For this reason, this proof
cannot be extended to a stronger assertion about the generated subalgebra rather
than the sublattice.

In fact, such a stronger assertion is not even true: if elements a, b, ¢ of an orthomodular
lattice L have the property that aCb and aCe, then [{a,b,c}] is in general not a
Boolean algebra. The orthomodular lattice depicted in Figure 2.2, given in [6], pp.
31-32, provides a counterexample: call its atoms b, s, d’, t, ¢ from left to right, then
we have aCb and aC'c and the lattice equals [[{a, b, c}]] , but, containing the diamond
as a sublattice, it is not distributive. If L is an orthomodular lattice and a,b,c € L
have the property that every one of them commutes with the other two, then clearly
all of {a, b, c} commute with each other, and so, by Corollary 2.1.5, every element of
ﬂ{a, b, c}]] commutes with every other; by Theorem 2.2.1, this means [[{a, b, c}]] is
distributive. However, under just the assumptions of Theorem 2.3.4, namely that
only one element must commute with the other two — it could be that aCb and aCkc,
but not necessarily bC'c — we can in general only conclude that [[{a, b, c}]] is modular
(see [6], p. 27), not distributive.

If, however, we consider only fwo elements, then the corresponding assertion
(commonly used as an equivalent definition of commutativity in orthomodular lattices)
does hold, and is an easy consequence of Corollary 2.1.5 and Theorem 2.2.1:

Corollary 2.3.5 (cf. [6], pp. 22-23). Let L be an orthomodular lattice and a,b € L.
Then the following statements are equivalent:

(i) aCb;
(11) [{a,b}] is distributive.
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Figure 2.2: A nondistributive OML generated by {a, b, ¢} with aCb and aCc

Proof. 1f [{a, b}] is distributive, i.e. a Boolean algebra, then by Theorem 2.2.1, all of
its elements commute, in particular a commutes with b, proving (ii) = (i). Conversely,
if aCb, then by orthomodularity, bC'a and so all elements of {a,b} commute with
one another; thus, by Corollary 2.1.5, every element of [{a,b}] commutes with every
other and [{a, b}] is distributive, proving (i) = (ii). O
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Chapter 3

Free Orthomodular Lattice with Two
(zenerators

The idea of a free algebra over a given class K of algebras of a given type is a central
concept in universal algebra. Informally, a free algebra is “the most general algebra”
of a given type generated by a given number of elements. Formally, let 7 be a type,
K a class of algebras of type 7, F' € K, and X C F (X is called the generating set);
then F is called free over X in K if

(i) X generates F' (i.e. F' is the closure of X under the algebraic operations);

(ii) for all algebras A in K and all maps ¢ : X — A there exists a homomorphism
¢ : F — A extending ¢, i.e. satisfying gb‘X = ¢. If such a homomorphism
exists, it is unique ([4], p. 77; [5], p. 67).

The existence of free algebras is clear in the most common cases: if K is a variety,
then for any generating set X, an algebra free over X in K always exists (|4], p. 80).
Uniqueness is likewise guaranteed: if both F' and G are free algebras over the same
set X in the same class K, then there exists an isomorphism ¢ : F' — G such that
¢| « = 1dx; in other words, free algebras are unique up to isomorphism if they exist
(4], p- 77, 5], p. 67). Accordingly, we will write Fx(x) for the free algebra over the
variety K with a generating set of cardinality &; if the generating set is finite, we
will also write Fx(a, f,...,w) for Fx({a, 5,...,w}).

For a class of algebras K and n € N, Fk(n) is of interest because every algebra A in
K generated by n or fewer elements is a homomorphic image, and thus a quotient
algebra, of Fk(n) (a homomorphism being given by the unique extension of any
map from the generators of Fx(n) to the generators of A, cf. [5], p. 67). Because
homomorphic images preserve identities, any identity that holds in Fx(n) also holds
in any algebra in K generated by n elements; in particular, since any identity in
n variables holds in an algebra iff it holds in all its n-generated subalgebras, every
identity in n variables that holds in Fik(n) holds in every algebra of K. Therefore, if
Fx(n) is finite for some n, the validity of identities in n variables in all of K may be
verified simply by computation in the finite free algebra.
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The aim of this chapter is to fully characterize the free orthomodular lattice with two
generators, Fomr(a, 5). We shall see that this orthomodular lattice is isomorphic
to the direct product of 2%, the two-generated free Boolean algebra, with MO,; in
particular, it is finite, having 96 elements. We will also present a method outlined
in 7] to represent the elements of Fomr(«, 5) in a standard form that allows for
simpler arithmetic, similar to what is possible with the disjunctive or conjunctive
normal forms in a Boolean algebra.

3.1 Structure of the Two-Generated Free OML

Note that if an orthomodular lattice L is generated by two elements a and 3, then
a A B commutes with both o and £, and therefore, by Corollary 2.1.5, with every
element of L. The same can also be said of elements such as aV 3, &/ A, aV 3, etc.
All of these are central in L, and Theorem 2.3.3 then implies that L is decomposable
into a direct product via any of these central elements.

For Fomw(a, ), one of these central elements (more precisely, one pair of central
elements which are orthocomplements) will be of particular importance, as the
components of the corresponding direct product will have particularly simple forms.
These elements are the lower commutator o | B and upper commutator o 1 S,

defined as

These are dual to each other; by the De Morgan laws, they are also clearly
complements of one another. Their names (given in [1], p. 86) are by analogy
to the lower and upper contraction: the lower commutator, like the lower contraction,
is a join of meets; the upper commutator, like the upper contraction, is a meet
of joins. Both commutators are central, which is a straightforward application of
Corollary 2.1.5: they are a join and meet, respectively, of central elements. Moreover,
the name “commutator” for both of them stems from the fact that they characterize
commutativity in an orthomodular lattice:

Theorem 3.1.1 ([1], pp. 86-87; [6], pp. 26-27). In an orthomodular lattice L the
following conditions are equivalent for any a,b € L:

(i) aCb;

(1)) al b=1;
(11i) a b= 0.
Proof.

e (ii) and (iii) are obviously equivalent, since the lower and upper commutator
are complements.
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e (i) = (ii): Assume aCb, then by orthomodularity a’Cb and therefore
allb=(aAb)V(aANV)V(dAD)V (dANV)=aVd =1.

J/ (. J/

~~ ~~
=a :a’

e (iii) = (i): Define
T = aq; y:=(aVb)A(aV).

We will verify the conditions of (OML*). First, notice that x < y always holds,
because of a < aVband a < aV¥'. For the same reason, a’ < (a’ V) A (a' V).
Therefore, by the isotone property,

a < (a"Vvb)A(d V)
d AN(aVDh)A(aV)<(aVb)A(aVV)A(dVD)A(d V)
a ANaVb)AaV)<afb.
By assumption, a # b = 0 and so ¢ A (aVb) A(aVV) =yAa <0,

meaning y A 2’ = 0. Therefore, by (OML*), x = y, which means aC’b. By
orthomodularity, we conclude aCb.

]

In what follows, L is an orthomodular lattice generated by two elements a, 8 (not
necessarily free). We define ¢ := a || § and ¢ := o {} § and we define ortholattice
operations on the intervals [0, ¢| and [0, ¢| as in Theorem 2.3.1. By Theorem 2.3.3,
L is isomorphic to [0, c] x [0, ¢'] with these operations, and we will now analyze the
two components of this direct product representation more closely. We first examine
[0, ¢]. From here onwards, the six elements of MO, (Figure 1.6) will be denoted in
fixed-width type: 0,a, A, b,B, 1, where 0 is the zero, 1 is the unit, a’ = A, and b’ = B.

Theorem 3.1.2 ([1], pp. 77-78; [6], p. 27). [0, ] is a homomorphic image of MOs.

Proof. Since L is generated by «, 8, and the map x — = A ¢ defined in Theorem
2.3.3 is a homomorphism from L onto [0, ], it follows that [0, ¢/] has generators
aANd,BAc. By the absorption law,

aNd =aNn(aVB)A(aVE)NQVE) A VE)
=an(@VB)A(dVE);
BA=BA(aVB)A (@ VB)A(aVB)A(d Vv E)
=BA(aVB)A (V).
Similarly, &’ A =’ A(aVB)A(aVp)and f/ A =F"AN(aVE)A(VE). We

examine the joins and meets of M = {a A,/ N, BN, B N}

e Since ¢ is central in L, by Theorem 2.1.3 we have (zAc')V(yAcd) = (xVy)Ac for
all z,y € L. But notice that, for all @ € {o, o'} and B € {3, 5}, aV3 is already
one of the four terms of which ¢ is the meet, thus it vanishes by the idempotent
law when taking the meet with ¢, yielding simply (e A )V (BAC) = ¢.
Likewise, by commutativity, (¢ A )V (&/ Ad) = and (BA)V (B'AN) =C.
Thus we see that the join of any two distinct elements of M is ¢.
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e By the idempotent law, we have (z Ad)A(yA ) = (xAy) AN forall z,y € L.
For all & € {o, 0’} and B € {3, 8'}, a A B is a complement of one of the four
terms in ¢’; thus, when taking the meet with ¢/, it collapses the expression into
0. Therefore the meet of any two distinct elements of M is O.

By the homomorphism property of the map x — x A/, we know that (a« A, o/ AC),
(BN, BN, (0,) are pairs of orthocomplements in [0, ¢']; moreover, 0 is the
zero and ¢ is the unit. It follows that [0, ={0,a A, &' A, BN, BN, Y its
elements behave just like the six elements of MO, under the algebraic operations.
Thus [0, ¢] is a homomorphic image of MOs. O

Theorem 3.1.3. MO, is a simple lattice; any homomorphic image of MOy is either
1somorphic to MOy or it is the one-element lattice.

Proof. Let 0,a,A,b,B, 1 be the elements of MOsy. We will show the statement via
congruence relations: namely, if any two distinct elements of MOy are identified,
then all its elements are identified. Let therefore ~ be a congruence relation on MO,.

e If 0 &~ 1, then every element x is identified with 0, since 0 =0Az ~ 1 Az = z;
therefore all elements are identified.

e If some element x is identified with a complement y such that x Ay = 0 and
xVy=1, then

O=zANy =~ zANrx=2 =~ y=yVy =~ zVy=1,
thus 0 ~ 1.

e If a non-zero, non-unit element (WLOG, a) is identified with 0, then
b=bV0O =~ bVa=1=BVa =~ BV0=B5,
thus b ~ B.

e If a non-zero, non-unit element is identified with 1, then its orthocomplement
(which is also non-zero, non-unit) is identified with 0.

Because out of all non-zero, non-unit elements of MO,, any pair of distinct elements is
a pair of complements, this covers all cases of distinct elements. Thus any congruence
relation on MO, identifies either only equal elements or else all elements, so MO, is
simple. O

Corollary 3.1.4. In Fomuw(a, 3), [0,(] is isomorphic to MOs.

Proof. Were [0, ¢'] instead isomorphic to the one-element lattice, then 0 would have
to equal ¢ in Fomr(a, 8), which would imply that the identity

aftb=0

would hold in every orthomodular lattice L. However, by Theorem 3.1.1, this
implies aCb, whence by Theorem 2.2.1, all orthomodular lattices would be Boolean
algebras. O]
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Let L again be an orthomodular lattice generated by o and 5. We found that in that
case [0, ] is a homomorphic image of MOy. Now we turn to the other factor, [0, ¢[:

Theorem 3.1.5 ([1], p. 78-79; [6], p. 27). [0, ] is a Boolean algebra.

Proof. In analogy to Theorem 3.1.2, we find that o A ¢, B A ¢ are the generators of
[0, c]. Applying distributivity by Theorem 2.1.3,

a/\c:a/\((oz/\ﬁ)\/(a/\ﬂl)\/(a,/\ﬁ)\/(a,/\ﬁl»

= (A ((@AB)V(anB))V(an((@AB)V(dABY))
=(@naAB)V(ahanB)V(and AB)V(aAad AB)

~~ ~"~
=0 =0

= (anB)V(anp).

Analogously, SAc = (aAB)V (/' AB). Because aAB, aNF', o/ NG, o' A" are central
elements, by Corollary 2.1.5, a A ¢ and § A ¢ commute with each other. Therefore,
by Corollary 2.3.5, [0, ] = [[{a ANe, BA c}]] is a Boolean algebra. ]

Theorem 3.1.6. Fpool(a, ), the free Boolean algebra with two generators, is
isomorphic to 2*.

Proof. We will make use of the disjunctive normal form. Consider any element of
Fgool(a, B); it is a term ¢ in the variables o, § and the operations A, V,0,1, . Apply
the following transformations to ¢:

e Eliminate 0 and 1 by replacing them with o A @ and « V o/, respectively.

e Apply the De Morgan laws repeatedly on subterms of the form (z A y)" and
(z V y)" until there are no more subterms of this form; then, apply z” = x
repeatedly until there are no multiple applications of ’; now, all instances of /
in ¢ are applied either to « or to .

e Apply the distributive law (D1) repeatedly until all meets of joins are replaced
by joins of meets. Now ¢ has the form

i€l jed;
where each z;; is one of o, 3, d/, /. We define T} := {z;; | j € J;}.

e By the idempotent law, any repeat elements among the x;; for any J; can be
eliminated, therefore

too$) =\ N2y = \ AT

i€l jeJ; iel
e If some 7T; contains both a and o/, or both § and /', then A T; = 0, so T; can

be removed from ¢. Now, every T; contains at most one of o and o/ and at
most one of # and ’. We consider three cases:
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(a) T; = {x,y} with = # y (it contains exactly one of o and o and exactly
one of § and f'): Leave it.

(b) T; = {z}, WLOG z = a: Replace it by T}, = {«, 8} and T}, = {a, 5'}.
The value of ¢ is unchanged, since (& A5)V (aAB') = a, since in a Boolean
algebra any two elements commute.

(¢) T; = @: Replace it by T;, = {a, 5}, T;, = {, 0}, T, = {/, 5}, and
T;, = {d/, '}. The value of ¢ is unchanged, since

(@AB)V(@AB)V (@ AB)V (@A) =alB=1= g,

since by Theorem 3.1.1 the lower commutator of any two elements is 1 in
a Boolean algebra.

e In every case we transformed the 7T} in such a way that each of them now
contains exactly one of o and o’ and exactly one of 8 and '

e Define T := {T; | i € I'}. By the idempotent law, any repeat elements among
the T; can be eliminated, giving ¢ its final form

ta,B)=\/ AU

UeT

The elements of T' now all contain exactly one of o and o’ and exactly one of /3
and . There are only four such sets: {«, 5}, {«, 5}, {</, 5},{d/, B'}. Therefore,
defining S := {{o, 8},{a, 8}, {/, 8},{c’, B} }, there are only 16 = 2* = |P(9)|
possibilities for the set T', and we have shown that Fgeo1(a, #) is a homomorphic
image of (P(S),N,U,d,S, X+ S\ X), which itself is clearly isomorphic to 2*. To
see that Fgeol(, 5) has exactly 16 elements, consider that the 16-element Boolean
algebra 2% has the generators o := (1,0,1,0) and 3 := (0,0,1,1), since

a A3 =(1,0,0,0);
o' AB =(0,1,0,0);
a A3 =(0,0,1,0);
o' N3 =(0,0,0,1),

and every other element of 2% is a (possibly empty) join of these four, and neither a
nor /3 alone generates all 16 elements of 24. Since every Boolean algebra with two
generators must be the homomorphic image of Fgoo1(, ), it follows that Fgeer (e, 3)
must have at least 16 elements; thus, in combination with the above, it has exactly
16 elements and it is isomorphic to 2% O

At this stage we remark that the proof of Theorem 3.1.6 can be generalized to show
that Fgoo1(n), the free Boolean algebra with n generators, is isomorphic to 22" for
all n € N. In particular, every finitely generated Boolean algebra is finite. The
same is not true of finitely generated free orthomodular lattices, as even the free
orthomodular lattice with three generators is already infinite (see [1], pp. 89-94).
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Corollary 3.1.7. In Foymw(a, 8), [0, ] is isomorphic to 2%.

Proof. We need to show that in Fomrw(a, ), [0, ¢ is a free Boolean algebra with
two generators o A ¢, B A ¢. Since «, 3 generate Fomr(«, 3), by the homomorphism
property of x — x A ¢, we have that a A ¢, 8 A ¢ generate [0, ¢]. We must show that
[0, ¢] is free and that awA ¢, B A ¢ are distinct (so that they are in fact two generators).
To this end, let B be a Boolean algebra, and let ¢ be a map from {a A ¢, 5 A ¢} into
B; we must find a homomorphic extension ¢ from [0, ¢] into B extending ¢.

Note that B, being a Boolean algebra, is in particular orthomodular. Define the map
Y from {a, 8} into B by

V(o) =glanc);  ©(B) =B Nc).

Then, by the freeness of Fomr (o, 3), there exists a homomorphic extension 1 from
Fomr(a, B) into B extending ¢. We claim that the map ¢|[O g is the desired

homomorphic extension of ¢ from [0, ¢| into B, proving that [0, c| is free. It is a
homomorphism, so we only need to show that it extends ¢:

Plane)=¢((anp)V(anpg))

= (Y(a) AD(B)) V (¥(a) Ao (B))
((aAc) P(BAC)V (( ) No(BAc))
PplaAc),

where the last equality is because ¢ maps into a Boolean algebra, where all elements
commute; the computation for g A ¢ is analogous. Thus [0, ] is free. Suppose
therefore that the two generators are not distinct, so « Ac = A cin Fomn(a, 5).
This would imply that the identity

VabeL: (aAb)V(aA)=(aAb)V (d AD)

holds in every orthomodular lattice L. Suppose additionally that aCb, and therefore
bCa; then the left-hand side reduces to a and the right one to b, so this identity
would imply that in every orthomodular lattice, elements can only commute if they
are equal. n

Let us summarize the results:

Corollary 3.1.8 (cf. [1], pp. 80-86; [6], p. 239). Fomw(a, ) is isomorphic to
2% x MOy; it is a finite orthomodular lattice with 96 elements. O

3.2 Properties of the Two-Generated Free OML

The representation of Fomy(a, 8) as the direct product 24 x MO, of two elementary,
well-understood lattices facilitates the analysis of many of its properties — particularly
those which are defined by identities, since identities hold in Fomy(«, ) iff they hold
componentwise in the two factors 24 and MO,. We begin by exposing a representation
of the two generators o, 3 in the product 2* x MO,. We first need an auxiliary result:
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Theorem 3.2.1. Let L be an ortholattice and {xo,...,x,—1} be a finite nonempty
subset of L. Then it holds that

[[{xo, o ,:cn,l}]] = [{xo, e T 1, Ty ,x;kl}] )

Proof. Essentially, we apply the first two steps of the transformation in the proof
of Theorem 3.1.6. Let ¢ be a term in the operations A, V, 0, 1, ’ and the variables
Zg,...,Zn—1. Eliminate 0 and 1 by replacing them with x¢ A z{, and zo V zy; then,
apply the De Morgan laws repeatedly to eliminate subterms of the form (x A y)" and
(x V y)'; finally, apply 2” = x repeatedly until there are no multiple applications of .
Now ¢ is a term in the operations A and V and the variables z, ..., x,_1 plus their
orthocomplements xj, ...,z _;. H

We use the above Theorem 3.2.1 to characterize the generators of 2* x MO,. The
obvious approach is somewhat problematic: simply showing that a pair of elements
in 2% x MO, generates the two generators of 2 x {0} = 2 and the two generators of
{0} x MOy = MOy is not enough, as the orthocomplementations in the two factors
differ from the orthocomplementation on 2* x MO, restricted to the subsets 2* x {0}
and {0} x MO, (which are not even closed under it).

However, the join and meet operations do coincide: therefore, by Theorem 3.2.1, it
does suffice to generate the two generators of 24 and their orthocomplements in 2*,
plus the two generators of MOy and their orthocomplements in MOs.

Theorem 3.2.2 (cf. [1], pp. 80-81; [6], p. 239). Denote an element of 2* x MO, by

(x, 0,21, T2, x3), where x € MOs and g, x1, 9,23 € 2 = {0,1}. Let 0,a,A,b,B, 1
be the elements of MOy. Then the following pair of elements generates 2* x MOs:

a:=(a,1,0,1,0),
3= (b,0,0,1,1).
Proof. In the proof of Theorem 3.1.6 we have seen that (1,0, 1,0),(0,0,1,1) generate

24: also, clearly, a, b generate MO,. Applying Theorem 3.2.1, it suffices to show that
the following eight elements can all be generated by «, f:

ap :=(0,1,0,1,0) =(a AB)V(a ANF),

Bo :=1(0,0,0,1,1) = (5 ANa)V (8 Ad),
ap :=(0,0,1,0,1) =(’AB)V (NP,

(l) - (Ov1717070) = (/B,/\a)\/(ﬁl/\a/)7
a; :=1(a,0,0,0,0) =(’VEA(VSE)ANa,
Bl = (b70707070) = (5/\/0‘)/\(5/\/0/)/\57
of =(A,0,0,0,0) =(a VEA(aVE)A,
gy :=(B,0,0,0,0) = (8 Va)A(B V)N

The calculations are straightforward: in the Boolean part, any two elements commute,
so the first four terms simplify to «, 3, ¢/, " and the last four to 0; in the MO, part,
we have aAb=0and aVb =1 for all a € {a,A} and b € {b,B}, so the first four
terms simplify to 0 and the last four to «, 38, o/, 5. ]
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It quickly becomes apparent that the notation (x, zg, x1, 2, z3) for the elements of
Fomw(a, ) is rather verbose, and a more succinct notation is called for. To this end
we present the notation proposed by Mirko Navara in |7], inspired by a set-theoretical
representation. In this notation, every element of Fomy(«, () is represented by a
symbol consisting of four dots which are each either hollow or filled (representing the
24 part) within the boundary of a square whose edges are either present or absent
(representing the MO, part). The layout is clarified the figure below.

()« @)
(=)

Navara symbols for elements of Fowmu(cv, 3)

Each of the dots represents a separate factor of 2 within 2%, where 0 is hollow and
1 is filled; the edges of the square represent an element of MOy by the following
correspondence:

0 a A b B 1

L ] ] [ ]

The meets and joins of each of these symbols are the set-theoretical intersections and
unions of the edges, except that a single edge “degenerates” to the empty symbol,
while a symbol with three edges “oversaturates” to the full square. Equivalently,
the orthocomplementation coincides with set-theoretical complementation and the
partial order coincides with set inclusion, but the joins and meets do not in general
coincide with the set-theoretical unions and intersections, and have to be derived
from the partial order (using the definition via infima and suprema).

The layout was chosen so that the zero, the unit, the generators «, 3, and their
orthocomplements have the symbols

0 o o g o4 1

which lend themselves well to the mnemonic that « is in the bottom left, g is in
the bottom right, and orthocomplements are on opposite sides. (We identify the
two generators «, 8 of Fomr(a, 3) with the two generators a, 3 of 2 x MO, from
Theorem 3.2.2.) The meet, join, and orthocomplementation operations on these
symbols are performed separately on the MO, part and on each of the four dots of the
24 part. Since the orthocomplementation coincides with set-theoretical complements
on both the 2% part and the MO, part, the orthocomplement of a symbol is just its
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set-theoretical complement. Because the partial order on a lattice is defined through
identities (a < biff a = a A b iff b = a V b), the partial order on a direct product
of lattices is componentwise: if Lo and L; are lattices, ag, by € Lo and aq,b; € L,
then (ag,a1) < (bo,b1) in Lo X Ly iff ag < by in Lo and a; < by in Ly. Therefore, the

partial order is also indicated directly by the symbols: when one symbol is a subset
of the other. Some examples of computation on these symbols are shown below.

o N o = o o\ o =
(] A ] = [ Vo=
o | __ ° To 'l

e-0 pu— 0-:0 0-0 pu—
o L] . o .
2 < 2 I

Equipped with a compact notation for the elements of Fowmu (v, ), we now turn to
investigating its properties. It will become apparent that in many cases the Navara
symbols spell out statements about Fomr(a, 8) all by themselves, when they would
not have been so clear using the conventional representation as terms in o and f3.

We begin by characterizing the covering relation on Fomr(a, §). Recall that for two
elements z,y of a poset P, y covers x, in notation x < y, if t <y and no z € P
satisfies * < z < y. If Ly and L; are two lattices, then from the componentwise
definition of the partial order in the direct product of Ly x L; it follows that
(0, 1) < (yo,y1) iff either g < yo and 1 = y;, or 1 < y; and xy = yo. With this
remark and by examining the Hasse diagram of MOs, the following theorem is trivial:

Theorem 3.2.3.

(i) In Fomw(o, B), y covers x iff either the Boolean part of y covers the Boolean
part of x and their MOy parts coincide, or the MOy part of y covers the MOy
part of x and their Boolean parts coincide.

(ii) In 2%, (zo, 21,9, 23) covers (Yo, Y1, Y2, ys) iff evactly one i € {0,1,2,3} satisfies
yi=1,2,=0, andVj #i: x; =vy;.

(11i) In MOs, x < y iff either y = 1,2 € {a,A,b,B}, orz =0,y € {a,A,b,B}. [

Note that in Navara’s notation, a < b iff the symbol of b has exactly one more part
than the symbol for a. For instance,

<<l <
The covering relation allows us to enumerate the atoms of Fomr(«, 5):

Theorem 3.2.4. Fomu(«, 8) has eight atoms. Every element of Fomwu(«, 8) is a
join of these atoms; in other words, Fomw(a, B) is an atomistic lattice.

Proof. From the componentwise definition of the partial order it follows that an
atom of Ly X Ly, where Ly and L; are bounded lattices, is either of the form (z,0)
where xg is an atom of Ly, or (0,z;) where z; is an atom of L;. The disjoint union
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of these two sets forms the set of atoms of Ly x Ly. Let us therefore find the atoms
of 2% and MOs,:

e 2% We have seen in the proof of Theorem 3.1.6 that 2% = Foe1(c, 3) has four
atoms: a A S, aANB, ' NB, o/ NG

e MO,: From the Hasse diagram it is clear that its atoms are a, b, A, B.

In Navara’s notation, the eight atoms of Fomr(«, ) are:
v e e W ke o8 W OR

that is, precisely the eight symbols with exactly one part. It is clear that by taking
joins of these symbols, any arbitrary symbol can be constructed, thus Fomy(a, 3) is
atomistic. (In fact, every orthomodular lattice is atomistic.) O]

We next turn to commutativity in Fomr (o, £). Since commutativity is defined by
an identity, commutativity in a direct product of ortholattices is componentwise. We
will see that the Navara symbols give a clear indication of when two given elements
of Fomr(a, 8) commute, as well a simple identification of its central elements:

Theorem 3.2.5. In Fomw(a, ), two elements commute iff their MO parts commute.
The commutativity relation on MOy is minimal, i.e. only those pairs of elements
that must commute in every ortholattice actually do commute: if one of them is the
zero or the unit, or they are equal, or they are mutual orthocomplements.

Proof. Since the other factor of Fomr(a, 3), namely 2%, is a Boolean algebra, every
pair of 2% parts commutes. Thus, the condition that both parts commute is equivalent
to just the condition that the MO, parts commute. Clearly, if they are equal, or
they are orthocomplements, or one of them is 0 or 1, they commute; in every other
case it can be seen that the term (z Ay) V (z Ay') will evaluate to 0 rather than «
(see Table 3.1).

In Navara’s notation, two elements commute iff their join and meet would be
purely set-theoretical, i.e. we wouldn’t need to apply the rules of degenerating and
oversaturating for the MOy parts. O]

Theorem 3.2.6. The central elements of Fomw(«, B) are precisely those whose MOq
part is either 0 or 1. The center C(Fomw(a, B)) (i.e. the set of all central elements)
is isomorphic to 2* x {0,1} = 2°: 4t has 32 elements.

Proof. Since commutativity in Fomr(a, $) is componentwise, C (FOML(a, 5)) is
isomorphic to C'(2*) x C(MO,). Since 2* is Boolean, it is equal to its own center.
MO, has a trivial center: its zero and unit are obviously central, and every other
element has an element that does not commute with it, so C(MO,) = {0,1}. O

Remark: MO, is rather special in having a minimal commutativity relation. An
ortholattice L with minimal commutativity is one where C' = R, where the relation
R is defined by zRy iff x = y or x = ¢/ or one of x,y is 0 or 1; if elements of the
ortholattice are listed with 0,1 at the extremes and orthocomplements on opposite
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Table 3.1: The commutativity relation on MO,

sides, then the table of R is shaped like the symbol “X”. Clearly, R is a symmetric
relation; thus, any ortholattices where C' = R holds must be orthomodular. Since
x < y implies zCy for all x,y € L, no two non-zero, non-unit elements may be
comparable; thus, the only possibilities are the one-element lattice, 2, and the
orthomodular lattices MO,, for n > 1, consisting of 0, 1, and the 2n mutually
incomparable elements xg, ..., x,—1,20,...,2,_4, all of which are simultaneously
atoms and co-atoms.

We now turn our attention to congruence relations, or equivalently quotient algebras,
of Fomu(a, ). It is a known result in the theory of orthomodular lattices that
congruence relations on an orthomodular lattice correspond bijectively to so-called
p-ideals (see [6], p. 73). For a lattice L, a (lattice) ideal I is a sublattice that is
additionally closed under meets with arbitrary elements of L, i.e. forany z € I,y € L,
we have x Ay € I. (The dual concept is that of a filter.) A p-ideal of a bounded
lattice is an ideal that is additionally closed under perspectivity, so that for any
x € [ and y ~ z we have y € I. (Recall that two elements x,y of a bounded lattice
L are perspective if they have a common complement, i.e. if there is z € L such that
tANz=0=yAzand zVz=1=yV z.) The p-ideals of an orthomodular lattice L
are precisely the equivalence classes of 0 under the congruence relations on L, and
these equivalence classes fully characterize the congruence relations ([6], p. 76-77;
[2]). It therefore suffices to find the p-ideals of Fomuy(a, 8). To this end we recall a
few standard results about lattice ideals (4], pp. 32-33).

o A lattice ideal I is equivalently a sublattice that is also a down-set, that is a set
“closed under” <: foranyxz € I,y € L,y < x impliesy € . Forifx € I,y € L
and y < x holds, then y = y A x, so y is the meet of two elements of which one
is in I, which by the definition of an ideal implies y € I. Conversely, if [ is a
sublattice and a down-set, and x € [ and y € L are given, then x Ay < z, so
by the definition of a down-set, z Ay € I.
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e The intersection of any set of ideals of a lattice L is again an ideal of L. Thus,
it makes sense to define the ideal generated by a subset A C L, written (A],
as the intersection of all ideals of L which are supersets of A. For the ideal
generated by a singleton whose only element is a, called a principal ideal, we
also write (a]. (The notations [A) and [a) are used for filters.)

e Forallae L, we have (a| ={x ANa |z e L} ={r e L|x<a}.
e For all AC L, we have (A] = {z € L | 3F C A, F finite nonempty, z < \/ F'}.

If A C L is finite and nonempty, we get (A] = {x € L | x <\/ A}. If L is additionally
bounded, we also have (A] = [0,\/ A]. Taking A = {a} for arbitrary a € L, we find
that every interval of the form [0, a] is an ideal of L. If L is finite, then conversely,
every ideal I of L is of the form [0, a] for some a € L, namely a = \/ I. The inclusion
[0,\/I] D I is clear, since for all x € I it holds that x < \/I. For the reverse
inclusion, take = < \/I; since I is a sublattice and L is finite, \/ I € I; since [
is a down-set, we conclude x € I. Thus, in a finite lattice, there is a one-to-one
correspondence between the ideals and the elements.

Since Fomuw(a, 3) is a finite lattice, its ideals are precisely the intervals [0, z| for all
choices of z € Fomr(a, 8). The question remains which of them are closed under
perspectivity. We therefore characterize the perspectivity relation on Fomw(a, 3).
Since perspectivity is defined by identities, perspectivity in a direct product is also
componentwise: (ag,a1) ~ (bg,b1) in Ly x Ly with common complement (¢, c;)
iff ag ~ by in Lo with common complement ¢y and a; ~ by in L; with common
complement c¢;. Therefore it suffices to characterize perspectivity in 2* and MO,
separately.

Theorem 3.2.7. In Fomuw(a, ), two elements are perspective iff their Boolean parts
are equal and their MOy parts are perspective. Two elements of MOy are perspective
iff they are equal or they are both not the zero and not the unit.

Proof. Since 2* is a Boolean algebra, by Corollary 2.2.4, the 2* parts are perspective
iff they are equal. For the MO, part, clearly two equal elements are perspective,
and any two distinct, non-zero, non-unit elements are perspective, since in the set
{a, A, b, B}, the meet of any two distinct elements is 0 and their join is 1.

To show these are all the perspective pairs, we show that in every bounded lattice, no
non-zero element can be perspective to 0; then, dually, no non-unit can be perspective
to 1 and the perspectivity relation on MOy will be fully characterized (see Table
3.2). Since a complement ¢ of 0 must satisfy 1 =0V ¢ = ¢, 1 is the only complement
of 0. However, if 1 is a complement of any other element z, then 0 =1 Az = x.

In Navara’s notation, two elements are perspective iff their Boolean parts coincide
and their MO, parts have equal numbers of edges. O

Remarks:

e Since pairs of elements of MO, are perspective whenever it is not the case
that in every bounded lattice they would not be perspective, the perspectivity
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Table 3.2: The perspectivity relation on MO,

relation on MO, is maximal in the same way as its commutativity relation is
minimal. The perspectivity relation is maximal if it is equal to the relation
R defined on a bounded lattice by xRy iff x = y or neither of z,y is 0 or 1.
Thus, the two parts of Fomw(a, 3) are “counterparts” in several ways: 24 has
maximal commutativity and minimal perspectivity, while MOy has minimal
commutativity and maximal perspectivity.

e Maximal perspectivity is more common than minimal commutativity. Any
bounded lattice L consisting of “parallel” chains (i.e. L has a family of
sublattices C}, all of which are chains, such that | JC; = L and for any i # j
we have C; N C; = {0,1}) is maximally perspective if the number of chains is
at least 3 and the length of each chain is at least 3. (In that case, pick any
two non-zero, non-unit elements: if they are both in the same chain, then any
element in a different chain is a common complement; if they are in two different
chains, then any element in yet another chain is a common complement.)

We can now specify the p-ideals, and thus the congruence relations and quotient
algebras, of Fomr(a, #). For two algebras Ay, A; of the same type, with relations
~( and =2 respectively, we define their product (=) = (/) X (/1) on Ay x A; by
(ag,a1) = (by, by) iff ag =g by and a; == by. It is an elementary computation that if
~, and = are congruence relations on Ay and A; respectively, then their product
is again a congruence relation on Ay x A;. In the theorem below we see that all
congruence relations on Fomr (o, 3) are of this form, i.e. products of congruence
relations on its five simple lattice factors.

Theorem 3.2.8. Fomr(a, 8) has 32 p-ideals, namely all the intervals of the form
[0, c| where the MOy part of ¢ is either O or 1, i.e. whenever ¢ is central. These
correspond one-to-one with 32 congruence relations on Fomuy (o, B). Every congruence
relation on Fomr(o, B) is a product of congruence relations on its five simple lattice
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factors MOg X 2x 2 x 2 x 2. Thus, every quotient algebra of Fomu(a, B) is a product
i which some or all of these five factors have been optionally factored out.

Proof. We know every ideal of Fowmy(c, ) is an interval of the form [0, ¢] for
some element c. The question remains which of these intervals are closed under
perspectivity. We begin by finding the perspective closure of singletons {c} for any
element c, i.e. the smallest superset of {c} that is closed under perspectivity. For
a € Foumw(a, 8) or 2%, and b € Fomr(a, 3) or MO,, we write a x b for the element
of 2* x MO, with the Boolean part of a and the MO, part of b.

e If the MO, part of ¢ is either 0 or 1, then ¢ is the only element perspective to
¢, so the perspective closure of {c} is {c}.

e Otherwise, the elements perspective to ¢ are ¢ X a, ¢ X A, ¢ X b, ¢ X B (one of which
is ¢ itself), so the perspective closure of {c} consists of these four elements.

Recall that the partial order on 24 x MO, is componentwise. Thus, any interval [0, ]
consists of those elements whose Boolean part is less than or equal to the Boolean
part of ¢ and whose MO, part is less than or equal to the MO, part of c.

e If the MO, part of ¢ is 0, then [0, ¢] contains only elements with zero MO,
part; all of them are perspective only to themselves, so [0, ¢| is a p-ideal.

e If the MO, part of ¢ is 1, then [0, ¢] contains precisely those elements whose
Boolean parts are less than or equal to the Boolean part of ¢; the MO, part
does not matter. In that case, for any element d € [0, ¢] with MO, part in
{a,A,b,B}, we have that d x a,d X A,d x b,d x B are also all in [0, ¢], so it is a
p-ideal.

e If the MO, part of ¢ is in {a, A, b,B}, then [0, ] will only contain elements
whose MO, part is either zero or coincides with that of ¢. This excludes in
particular the three other elements perspective to ¢, so in this case [0, ¢] is not
a p-ideal.

Thus, [0, ] is a p-ideal iff the MO, part of ¢ is zero or full, which is the case iff ¢
is a central element. Each of these p-ideals corresponds uniquely to a congruence
relation 6, with the p-ideal being the equivalence class of 0 under 6. (If the MO,
part of ¢ is full, then 1 and 0 are identified, so the MO, part of elements vanishes
under 0; otherwise, it remains distinguished. If any of the four “dots” xg, z1, 2, x3 of
c are “filled”; i.e. having the value 1 in the corresponding 2 factor, then that factor
vanishes under 6, otherwise, it remains distinguished.)

There are at least 32 congruence relations on Fomr (o, ) 2 MOg X 2 x 2 X 2 X 2,
namely the 25 possible products of congruence relations on the five simple factors
(choosing either the identity relation or the universal relation on each). Since there
are 32 p-ideals, and thus exactly 32 congruence relations, on Fomr(«, ), these are
all its congruence relations.

The statement about quotient algebras follows immediately from the one-to-one
correspondence between quotient algebras and congruence relations, since if one of
the factors of a congruence relation on Fowmy (v, 3) is the universal relation, then the
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corresponding factor gets collapsed into the one-element lattice, which is equivalent
to removing it from the product. m

We finish this section with a brief remark on modularity.

Theorem 3.2.9 ([1], p. 86). Fomr(a, 3) is modular.

Proof. Since modularity is defined by identities, the direct product of modular lattices
is modular, thus the statement will be proved once we show that the two factors of
Fomw(a, B) are both modular.

e 2% is Boolean, thus distributive, which implies modularity.

e MO, is also modular; its Hasse diagram does not contain a pentagon. For
an alternative proof, note that any interval [z,y] € MO, has 0 as its lower
endpoint, or 1 as its upper endpoint, or is a one-element set; in each case, the
upper and lower contractions x 1y and x ]y clearly coincide.

]

Corollary 3.2.10. In the variety of ortholattices there does not exist an identity in
two variables characterizing modularity.

Proof. 1f such an identity existed, then, since Fomr (v, ) is modular, this identity
would hold in Fomy(a, 8), and therefore, since it has two variables, in every
orthomodular lattice; so this would imply that every orthomodular lattice is modular,
in contradiction to the lattice of Figure 2.1. O
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Chapter 4

Orthomodular Lattice Arithmetic

4.1 Triplex Symbols

We begin this section by recalling some basic facts from universal algebra. Let K be
a variety of type 7, and let n € N; then we denote by T, (n) the algebra of terms in
n variables and the algebraic operations of 7, and we denote by Tk (n) the quotient
algebra of T, (n) under the congruence relation

s~t <= the identity s =t holds in every algebra of K

(equivalently: on every algebra of K, the term functions induced by s and ¢ coincide).
It is easy to verify that this indeed defines a congruence relation on 7-(n), and hence
the algebraic operations are well-defined on Tk (n). We will call the elements of
Tk (n) n-ary term functions on the variety K. Strictly speaking this is incorrect;
they are not functions, as they lack a domain and a codomain. The name “term
functions on K” is motivated by the fact that two terms which are equal in Tk (n)
induce equal functions on every algebra of K, and conversely, if two terms have the
property that for every algebra of K, they induce equal functions, then they are
equal in Tk (n).

It is well-known that Tk (n) is isomorphic to Fx(n), the free algebra over K with n
generators; in fact, Tk (n) is a canonical construction of Fk(n) (see [5], p. 65). The
details of this result are summarized in the following theorem.

Theorem 4.1.1 (cf. [5], p. 65). The algebra Tx(n) of term functions in the
variables xo, x1, ..., T,_1 1S iSomorphic to the free algebra Fx(n) with n generators
g,y ... 0y, Specifically, let ¢ : {ag,0q,..., 001} — Tk(n) be defined by
o(a;) = x; for all i; then Tk (n) and Fx(n) are isomorphic via the mapping € and
1ts 1nverse n):
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where t is the term function induced by t on Fx(n), and ¢ is the unique homomorphic
extension of ¢.

Proof.

e ¢ is injective: Let s,t be n-ary term functions such that e(s) = ¢(t), that is,
§<Oé(], ap,y... ,Oénfl) = 1?(0(0, A, ... ,Oénfl).

Let A be any algebra in K and ¢ be any map {ag, a1,...,an,_1} — A. Then
its unique homomorphic extension ¢ maps the elements S(ag, a1, ...y 1) and
f(ao, aq,...,0,_1) to the same element of A, since they are equal. Thus the
identity s = t holds in A; since A was arbitrary, the identity s = ¢ holds in
every algebra in K, so s =t in Tk (n).

e ¢ is surjective: Any element a of Fk(n) is given by some term function ¢ in the
n generators; thus (t) = a.

e noe =idp: Forall t € Tk(n) we have

n(e(t) = 77(15(0407&1, ; Q1))
= ¢(t(ag, 1, .., 1))
= t(¢(a0), $lar), - ., p(cn-1))
:’?(950,331,  Tn—1)
=1.

]

On any algebra A of K, any element of Tk (n) induces a function in n arguments.
Through an appropriate definition of the algebraic operations on these functions,
this “function-inducing” map — denoted in the previous theorem by ~ — can be made
into a homomorphism of Tk (n) onto the set of term functions on A in n arguments;
this set, denoted by T'a(n), consists of true functions. The next theorem describes
this result in detail.

Theorem 4.1.2. Let K be a variety of type 7, and let A be an algebra in K. For all
algebraic operators with symbol f and arity k in 7, define the operation f on Ta(n)

by
(f(907glv s 7gk—1)><x0a L1y 7$n—1)
= f(QO(:I;Oa L1y 7$n—1)7gl<x0ﬂ L1 7mn—1)7 SR 7gk—1(x07$17 s axn—l))-
With these operations, " : Tx(n) — Ta(n) is a surjective homomorphism, and therefore

T4(n), being a homomorphic image of T (n), is itself an algebra of the variety K.

Proof. The surjectivity of " is obvious, since elements of T'4(n) are by definition
functions induced by some element of Tk (n). We verify the homomorphism property.
Let therefore tg,...,tx_1 be k elements of Tk (n), let f be an algebraic operation
with arity & in T4(n), and set t := f(to,t1, ..., tk_1).
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Let ag,...,a,_1 be n elements of A. Then we obtain

Z?(ao, ag, ... ,an,l)
= f(-EO(aOa ag, .- . 7%—1)751(%, ay, .. p-1),- - 7£k—1(a0a ai,... 7an—1))
= (f(£07£15 cee 7£k71))(&07 ag, ... 7an71)-

Since this holds for arbitrary aq, ..., a,_1 € A, we have t = f(fo, t,. .. ,fk,l). O

In the sequel we apply these results mostly to the case n = 2 and K = OML, the
variety of orthomodular lattices. In this case it means that Fomr (o, ) is isomorphic
to Tomw(2), the algebra of binary term functions on orthomodular lattices, and the
set of induced binary functions on any specific orthomodular lattice is a homomorphic
image of Tomr(2) and thus of Fomr (e, ). Thus, there are only 96 distinct binary
term functions on orthomodular lattices, corresponding one-to-one with the 96
elements of Fomr (o, ). For any orthomodular lattice L, the binary term functions
induced on L by Tomr(2) are themselves given lattice-theoretical operations, defined
for all f,g € T1(2) by

ez (fAg y:=(xfyA(xgy); (T1)
ez (fVgy:=(xfyV(rgy); (T2)
ez (f)y:=(zfy) (T3)
e z0y:=0;, x1ly:= (T4)

Theorem 4.1.2 immediately guarantees that under these operations, 77 (2) is itself an
orthomodular lattice.

A pair of generators of Tomr(2) is given by the images of a and 5 under 1, which
are the left projection < and the right projection >, defined by

rQAYy =7, T>Y =Y.

Similar results also hold, for example, in the variety of Boolean algebras. Since
FBoo1(2) has only 16 = 22* elements, there are only 16 distinct binary term functions
on Boolean algebras, and applying the definitions (T1)—(T4) to binary term functions
induced on any Boolean algebra B makes Ts(2) itself into a Boolean algebra.
Interestingly, 16 = 22” is also equal to the total number of binary functions (without
assuming that they are term functions) on 2, which, after checking that all binary
term functions on 2 are distinct, implies that every binary function on 2 is a term
function. Together with the characterization of any Boolean algebra as a subalgebra
of a direct product of copies of 2, this implies that any term function on Boolean
algebras can be characterized by picking a binary function on 2 and applying it
componentwise. Of course, this result has no analogue for orthomodular lattices.

Returning to the variety of orthomodular lattices, we find that the isomorphism
of Fomr(a, 8) with Tomr(2) unlocks a new meaning of Navara’s symbols: they
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can not only represent each of the 96 elements of Fomy(a, 3), but they also serve
as a compact notation of any binary term function on orthomodular lattices, by
identifying < with e and > with 5. Below are a few examples of binary term functions
and the corresponding Navara symbols.

< > A V
I 1 0 1

(Here 0 and 1 are defined as in (T4), that is, functions that ignore both of their
arguments and return 0 and 1 respectively.)

Thanks to the isomorphism, one can apply lattice-theoretical operations to these
symbols under their interpretation as binary functions (by the definitions (T1)—(T4)),
and they follow the same computation rules also under the new interpretation. For
example, on the one hand, the equation « A = % means that the equation
(a{ B) A (af B) = 0 holds for the two generators «, 8 of Fomr(a, 8); but on the
other hand, it also means that the identity (z | y) A (z 9 y) = 0 holds in every
orthomodular lattice L, which can also be symbolically expressed as “{} A} = 0.

As an example to motivate the upcoming steps, one could write the definition of the
commutativity relation as follows:

aCb iff a=(a-¢b)V(ab).

However, expressing it in this way leaves much to be desired: the notation is hardly
more compact than the traditional (a A b) V (a Ab'). The power of Navara symbols
is that the orthocomplements, meets, and joins of any binary term functions are
once again binary term functions, and Navara symbols can notate any binary term
function on orthomodular lattices in just one symbol. In our case, the definition of
commutativity can be condensed to

aCb iff a=ab.
The elegance in this is that the correct symbol ( ) for the binary term function
(a,b) = (a Ab)V (a AV') was computed simply as < V <, by the same evaluation

rules as when the Navara symbols stood for elements of Fowmr (o, 5). Quite literally,
the intermediate step was

aCb iff a=a (% V)b,

(applying (T2)), and then evaluating the join of the symbols.

48



If the occurrences of the arguments a and b are not perfectly aligned for the application
of (T1)—(T4), we can use a trick employing the left and right projections < and v,
with respective symbols | and of|. For example, one way to state the orthomodular
law is

a<b = aV(ab) =0,

in which there are too many occurrences of a to apply (T2), so we replace the first a
by a<b = al$ b. Now (T2) can be applied and we obtain the compact formulation

a<b = al#b=0.

In fact, the Navara symbols for the meet and join operations can be derived in this
way: we rewrite

aNb=(a<b)A(a>b) = (alzb)A(asb) =a (|5 A <) b=a-<b,

and likewise for V. This gives rise to the very elegant mnemonic that the Navara
symbols for the meet and join operations are the literal meet and join of the symbols
for the generators, |- and of|.

This process also generalizes: clearly, in any term ¢, replacing every occurrence of a
by a < b and every occurrence of b by a > b creates a term in which all occurrences
of a and b are “balanced” for the application of (T1)—(T4), so that replacing < and
> with their Navara symbols, | and o3|, allows to reduce the term to the form
a ® b, where ® is a single Navara symbol. By the isomorphism of Fomrp (e, 5) with
Tomr(2), we find that ® encodes the same binary term function as . We can also
skip introducing the variables a,b and applying the axioms (T1)—(T4), at which
point the first transformation we had applied to ¢ becomes a substitution of [ for a
and o3| for b. In conclusion, the Navara symbol corresponding to the binary term
function t(a, b) is simply ¢(|, <3|).

We can take this concept further, beyond just the lattice-theoretical operations. Since
the elements of Fomr(a, 5) = Tomw(2), represented by Navara symbols, can induce
binary functions on any orthomodular lattice L, they can in particular induce binary
functions on Tomr(2) itself. Therefore its elements can be thought of as binary
functions from itself onto itself, which allows us to interpret a sequence f g h of three
elements of Fomr (o, 5) as evaluating to the single element g(f, h). We define this
notion more precisely below.

In this context, by a symbol ® we mean an element of Fomr (o, ) = Tomr(2),
which we will usually write using Navara’s notation. A sequence of three symbols,
® = U, will be called a triplex symbol; it can be evaluated into a single element
of Fomw(a, 3) by setting

O E U :=E(P, W) where & :=n(2).
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Here = is seen as an element of Tpy 1 (a,5)(2), while ® and W are seen as elements of
either Tomr(2) or Fomuw(a, 3) interchangeably.

Thus, for an orthomodular lattice L, triplex symbols extend the concept of equipping
T1(2) with lattice-theoretical operations into equipping it with all of Tomr(2); they
generalize the computation on Navara symbols with the operations {A, V, '} to cases
where the operation is itself an arbitrary Navara symbol. Some examples of triplex
symbols along with their evaluations are presented below.

° o . o 0 o 0 .
o%o| |70 e‘e| =— o%o e’e o’ef [070 =— |00
o o o o o 0 o o
o o o o o 0

o’e 0.0 e e = o-e ) ovo| =—

. . ° ° o o

o "o | e ‘o’ ) 0

e’ o0-0 |o'e — o-o ‘o ofo| —

5 5 5 S 0 0

) ° o’ ol e |o Te
0°0 o| = oY o’e| e’e 670 — e’
o o o 0 ° 0 o

The first three rows represent computations which are already familiar; from top
to bottom and left to right, in row-major order, the central symbols in these
computations stand for the operations <,>, A,V,0,1. The computations in the
bottom row are more complex, and it is not immediately clear how to arrive at their
respective results. We can verify by inspection that the terms corresponding to the
middle symbols are

aleb=(aVb)A(d V), a b= (aNV)V(dAb)V(d AN,

and confirm the computations this way, but this offers no general procedure. While
we know how to transform a given term ¢ in two variables and the lattice-theoretical
operations into the corresponding Navara symbol (just evaluate ¢(|¢, <|)), the
reverse process — constructing a term that corresponds to a given Navara symbol, and
thus evaluating any binary term function encoded as a Navara symbol — is non-trivial.
We will abandon this approach, in favor of a method of evaluating triplex symbols
that completely bypasses the explicit construction of a corresponding term.

These two final examples serve as motivation to find a procedure for automated
evaluation of triplex symbols, as each of them demonstrates a potential application.
We will see that the evaluation of triplex symbols can be used to characterize
relations on orthomodular lattices defined by identities, and to compute simple
variations of a binary term function (such as swapping the order of its arguments).
In particular, we will see, among other things, that two elements ®, ¥ € Tony(2)
are equal iff the triplex symbol ® [ ¥ equals 0, and that a binary term function
® € Tomw(2) is commutative iff the triplex symbol <@ @ | equals ®. Therefore,
these last two computations encode the fact that = [%], and that the operation
« is commutative, purely in terms of evaluation of triplex symbols.

We therefore turn our attention to the question of how to evaluate any given triplex
symbol. The answer we present in the next section is applicable to both mental
arithmetic and computer programs, demonstrated with an implementation in the
programming language Haskell.
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4.2 Evaluation of Triplex Symbols

At the heart of the techniques in this section is the following elementary observation,
which is a special case of Theorem 4.1.2 and which we restate here for future reference:

Composition Rule for Symbols. For any orthomodular lattice L and any a,b € L,
and for all symbols ®,V € Fomw(a, 5), we have

a(PAV)b=(aPDb)A(aV b); a(®VVU)b=(aPb)V(aVb).

The core idea is to use this rule, along with the observation from Theorem 3.2.4
that Fomr(a, 5) is atomistic, to decompose any Navara symbol into its atomic
components. Evaluating a triplex symbol & = ¥ then reduces to evaluating each
® =; U for all ¢ taken from some index set I, where the =; are all atoms of Fomy(«, 5),
and then taking the join of them all. Since Fomr(a, §) only has eight atoms, this
reduces the number of base cases for = from 96 to only 8, and any computation for
an arbitrary = will take at most 8 steps. Actually, we can do even better: Since the
MO, part of = always takes at most two atoms to assemble, and the only choice that
requires two atoms is %], we can include [%] as a base case: then, we have 9 base
cases, but every computation takes only at most 5 steps, at most one of which is
MO, and the remaining ones are all Boolean.

Thus it suffices to characterize the atomic binary term functions. The four Boolean
atoms are each a single meet of at most two orthocomplements, analogous to o
being the symbol for the meet operation itself; meanwhile, Theorem 3.2.2 already
gives term representations for the four MO, atoms:

° a:oio:b = a Ab,
eab=aANl,
e a b = dAb,
ea b =dAl,
aleb = (a’Vb

. YA (' V) ANa
o ab = (b'Va)A (' Vd)AD,
e axb = (a Vb)A(a V)N
ealxb = (b Va)A(b Vd)AD.

Finally, [-%| is the symbol for the upper commutator:

al@b = (aVb)A(aVE)A(d VA (@ VY)=afqb.
The correctness of these terms can be verified by term substitution. Illustratively we
verify [
(B V) A (FIV ) Al = (B A EDA e = [ A L = e
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This already suffices to construct an algorithm that can evaluate a ® b for any symbol
® and a, b taken from any orthomodular lattice L on which all the lattice-theoretical
operations are defined: decompose ® into its Boolean atoms and its MO, part,
evaluate all the corresponding terms in a and b, and take the join. In particular, this
algorithm is sufficient for evaluating triplex symbols.

However, it falls short of the goal of providing mental arithmetic: while the Boolean
atoms are each just a single meet of possibly orthocomplemented inputs, the MO,
atoms are significantly more complex. In fact, when specializing just for triplex
symbols (that is, assuming L = Fomy(a, f)), we can do much better: we can simplify
the computation of the MO, atoms drastically.

Note, firstly, what happens when a and b commute. In that case a b =0 by
Theorem 3.1.1. This implies a ® b = 0 for any “purely MO,” symbol ® (that is, a
symbol whose Boolean parts are all zero), because such a symbol ® satisfies ® < [-&],
thus [o%] = ® V [%], and therefore

0=al[xb=a(®V[e)b=(aPb)V(a][#]b)=(aPb)VO=adb.

Thus, for all five MO, base cases, the value is simply 0 if the two arguments commute.
In particular, when evaluating triplex symbols, the Boolean part of the result of any
purely MO, operation is always 0, since all pairs of elements commute in a Boolean
algebra. Therefore, the result is always itself purely MO, and depends only on the
MO, components of the operands.

As a result, we can shortcut the five base cases by working out their operation
tables in MOs. Out of the 36 possible pairs of MO, elements, 28 commute, and
thus will result in 0 for each of the five operations; the remaining 8 pairs must be
checked manually for each operation to identify further possibilities for shortcuts.
We accomplish this with a Haskell program.

We begin by defining ortholattices: the meet and join are binary operations, the
orthocomplement is unary and the zero and unit are nullary. The meet and join, and
the zero and unit, can also be defined in terms of each other using De Morgan’s laws.

infixr 5 A, V A and V are right associative with precedence 5

class Ortholattice t where

(A) =t =t —1t meet

(V) ot =1t —t join

epl ot — orthocomplement
zero it —— least element
unit 1 greatest element

a AN b=cpl(cpl aV cplh)
aV b=cpl(cpl a A cpl b)
zero = cpl unit
unit = cpl zero
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Next, we define the operations we wish to tabulate on MOy. They include the four
atomic MOy operations and the (non-atomic) upper commutator.

mo2l :: ( Ortholattice t
mo2r : ( Ortholattice t

mo2r’ . ( Ortholattice t
upcom :: ( Ortholattice t

amo2l b =let o’ =cpla; b =cpld
amo2r b =let o’ =cpla;, b> = cplb
amo2l’ b =let o’ =cpla; b> = cplb
amo2r’ b =let o’ =cpla;, b =cplb
a upcom b =let o’ = cpla; b’ = cplb

) =t —>t—t
) =t —>t—t
mo2l’ :: ( Ortholattice t) =t — t — ¢
) =t =t =t
) =t —>t—t

ina A (a’Vb) A (a’VD)
inb A (aVbd) A (a'VD)
ina” A (aVb) A (a VD)
in b A (aVb) A (a’VD)
in (avb) A (aVDd’) A (a’Vb) A (a’Vib)

Now we can make MO, into an ortholattice, by defining its ortholattice operations:

data MO2=0 |A|B|B'| A’ || deriving (Eq, Enum, Bounded)

instance Ortholattice MO2 where

oA _ =0 OANz=0
AN O =0 —z2zA0=0
I Az =z —1Az==x
z A =z —xANl==x
T Nyle=y =2 ——xhz==x
N =0 xANy=0
v =1 1ve=1
v = ——zVvl=1
OvVz =z OvVze==zx
z VvV O =z —zV0=x
r Vylez=y =z zVr=zx
VvV _ =1 ——azVvVy=1
epl O =1

epl A = A’

cpl B =B’

cpl B® =B

epl A7 = A

epl I =0

zero = 0O

unit = |

otherwise

otherwise
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Tabulating the five purely MOy operations on MO, is now a straightforward matter
(see e.g. the function drawTable in the full source code). The results are presented
below, where the rows correspond to the left argument and the columns to the right
argument. The rows and columns for 0 and 1 have been omitted in each case, because
— as remarked earlier — the result is always 0 if either argument is equal to one of
them, since in these cases the two arguments commute.

|
|

Table 4.2: The upper commutator operation on MO,
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As we can see by inspecting these tables, each of the five purely MOy operations
can be reduced to a simple rule if the operands are themselves both elements of
MO,: For any purely MO, operation ® and any a,b € MO,, if aCb, then a ® b = 0;
otherwise,

alg b=a; a | b=b; a e b=ad; ale b=10; aleb=1.

Given that commutativity in MOy is very straightforward to test for, this gives us
a much more efficient method to compute the purely MO, operations with MO,
operands (and, therefore, also with Fomy(a, §) operands), completing the need for
a better algorithm for evaluating triplex symbols. We now proceed to implement it.

In preparation for making Fomr(«, 5) into an ortholattice, we first make 2 into one.
In Haskell, 2 is represented by the type Bool = {False, True}, with the operations
of logical conjunction, disjunction, and negation:

instance Ortholattice Bool where

(AN) =(&&) — logical conjunction
(V) =(11) logical disjunction
cpl = not —— logical negation

zero = False
unit = True

Now we can make Fomr(a, #) (here called F20ML) into an ortholattice, via the
direct product MOy x 2 x 2 x 2 x 2. The operations are all simply componentwise.

data F20ML = F2 MO2 Bool Bool Bool Bool
instance Ortholattice F20ML where

F2 a al au ad ar A F2 b bl bu bd br = F2 (anb) (alA bl) (aurbu) (adAbd) (arAbr)
F2 a al au ad ar Vv F2 b bl bu bd br = F2 (aVvbd) (alV bl) (auVbu) (adVbd) (arV br)

epl (F2 z ol zu xzd zr) = F2 (epl ) (epl 1) (epl zu) (epl xd) (epl zr)

zero = F2 zero zero zero zero zero
unit = F2 unit unit unit unit unit

Finally, we can implement the triplex symbol evaluation algorithm. We break up
the middle symbol into its atomic components, where || is considered atomic. The
Boolean parts are evaluated directly. The MOy parts each always produce a result
whose Boolean part is zero and whose MO, part is determined by the rules from
above: if the arguments commute, it is zero, otherwise they return the left or right
argument, or their complements, or the unit, respectively.
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Commutativity in Fomur (o, ) was characterized in Theorem 3.2.5: we ignore the
Boolean parts and test only if the MO, parts commute, which do so minimally.

comF20ML :: F2OML —F20ML — Bool

(F2a_ ) comF20ML (F2b ) —— extract just the MOs parts
| a = zero = True 0Ch

| b = zero =True —— aCO

| @ = unit = True 1Cb

| b = unit = True —— aC1

| a =10 = True aCa

| a= cepl b =True —— aCd

| otherwise = False —(aCb) otherwise

We next define the auxiliary function projectM 02, the “projection” onto the MOq
component: it takes an element of Fomr(«, 5) and sets all its Boolean parts to zero.

projectMO2 2 F2OML —F20ML
projectMO2 (F2 x _ ) = F2 x zero zero zero zero

Next, we define evaluate MO2, our “shortcut” for how to evaluate the six purely MO,
operations (encoded here as elements of MO,) for elements of Fomu (o, 3).

evaluateMO2 :: F2OML -MO2 - F20ML —F20ML

evaluateMO2 a b | a comF20ML b = zero —— if aCb, the result is always zero
evaluateM0O2 O = zero

evaluateMO2 a A = projectMO2 a ——al% b
evaluateMO2 B b = projectMO2 b a b
evaluateMO2 B’ b = projectMO2 (epl b) a2 b
evaluateMO2 a A" = projectMO2 (cpl a) a <% b
evaluateMO2 | B = projectMO2 unit ——a b

Finally, we can evaluate triplex symbols:

evaluate Triplex : F20ML —F20ML —F20ML — F20ML
evaluate Triplex a (F2 f fl fu fd fr) b =let

a’ =cpla

b’ = cplb

zl =if fl then a AD’ else zero ——a :-So: b=a AV

zu = if fu then a’Ab’ else zero a P b=d NV

zd = if fd then a Ab else zero ——a :oio: b=a AD

zr = if fr then a’Ab else zero a e b=a Ab

xr = evaluateMOZ a f b —— evaluate the MOqy part
inzV zl vV zuV xdV ar take the join of all results
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(The above function evaluate Triplex, while functional, still lacks an interface: we
can’t easily specify triplex symbols to be evaluated nor print the results. This is
implemented in the full source code by making F20ML an instance of Show and
Read. This code is not shown here; we leave the details to the interested reader.)

Note that this improvement is specific to the evaluation of triplex symbols: the “simple”
algorithm from the beginning of this section (just evaluating a term corresponding to
each atomic component) cannot be improved in a way analogous to evaluate Triplex
if @ and b are taken to be elements of an arbitrary orthomodular lattice. This is
because projectMOZ2 is not a term function: there is no term ¢ in one variable and
the ortholattice operations which induces projectMO2 on Fomy(a, 3). Such a term
t would have to correspond to an element of Fowmr (), the free orthomodular lattice
with one generator; and it is easy to see that this lattice consists of the four elements
0,1, «, o', whose corresponding term functions are x +— 0,z — 1,id,’. (It is free
over {a} also in the class of ortholattices and Boolean algebras.) Clearly, none of
these term functions induce projectMO2 on Fomy(a, B).

To expose a simple mechanical application of our algorithm for evaluating triplex
symbols, we begin by formulating a stronger version of the Composition Rule which
holds for all triplex symbols:

Composition Rule for Triplex Symbols. For any orthomodular lattice L and
any a,b € L, and for all symbols ®,=2, ¥ € Fomuw(a, ), we have

a(PEV)b=(aPb) = (a VD).

This version follows from the weaker one simply by noting that homomorphisms,
which preserve all fundamental operations, necessarily also preserve all term functions.
From this rule we can deduce the following “self-preserving” identity of triplex symbols:

For all symbols ® € Fomw(a, ), we have | © o = P.

Indeed,

a(e ®p)b=_(aleb) @ (a b =(axb) ®(axb)=a®b.

What happens if we swap the order of the arguments?

a (| Plg) b= (a | b)  (alse b) =(a>b) P (a<b) =bP a.

Thus the triplex symbol s ® [ produces the converse function ®, defined by
a®b=>b® a. Similar transformations are possible with related triplex symbols; for
example, the triplex symbol o] @ [& produces the function ®L defined by a ol p =
a’ ® b'; we shall call it the conjugate of ®.

A question arises whether Navara’s notation simplifies the computation of such
function transformations, perhaps into a geometric alteration of the corresponding
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symbol. Using our algorithm, we know there is no need to check all 96 symbols in
an attempt to find a rule; it suffices to transform the eight atoms. To illustrate, we
show the computations for producing converse functions:

o o o o o ° o ° o o o o o o o o
o.e| @0 |eco —— o-e o-e| 0.0 |0 —— o-0 o-e| 0.0 |e0o —— o:0 o-e| o.e |eco —— e:0
) [ ) o . o . o . . [ . . o . o
o o o o o o o o o ) o o o o o o
o:e| |00 |e:0 —— o0:0 o:e| 0:0| [@:0 —— |o0:0 o:e| 0:0| |[@:0 —— |o:0 o:e| |00 |@:0 —— o0:0
[ o . o . o . o . o . o . o . o

Thus we see that every atom is mapped to its horizontal mirror image, and therefore
all Navara symbols are mapped to their horizontal mirror images. Navara’s notation
thus elegantly allows to construct any given symbol’s converse simply by flipping it
horizontally.

Carrying out analogous computations for combinations of complementing the left
argument, complementing the right argument, and interchanging the arguments
reveals that each such combination corresponds to a geometric transformation of the
Navara symbol, represented by an element of the dihedral group Djy:

Triplex symbol | Function Geometric transformation
3 D o a b Identity
ot D o a ®b Reflection along the diagonal \
o P [oo a ¢V Reflection along the diagonal /
o] D [l a oV Rotation by a half turn
e P [ b ®a Horizontal reflection
oo P [o0 b ®a Rotation by a quarter turn clockwise
ofe| D ofe] b ® ' | Rotation by a quarter turn counterclockwise
2o O ol b @ d Vertical reflection

Table 4.3: Geometric transformations of Navara symbols

This can be used, for instance, to derive the dual symbol of any given Navara symbol
®. The dual symbol to ® is defined as the symbol ®° such that a ®° b = (a’ & V')’. It
is so called because, for any orthomodular lattice L, the symbol corresponding to ®
in the dual lattice to L is ®°. Since the dual is the complement of the conjugate, from
the above table it follows that the dual of a Navara symbol is formed by rotating it
by half a turn and building the set-theoretical complement (or doing those steps in
the reverse order). For instance, the dual of < is

L -
(‘o‘o' )’ = .oéo" = _
Indeed, < and [+] are the symbols for A and V respectively, which are mutually dual.

Another use is an easy proof of a statement, appearing in [3|, that out of the 96
binary term functions on orthomodular lattices, exactly 16 are commutative. A
binary term function is commutative iff it is equal to its own converse, which, for
a Navara symbol, means that it must be horizontally symmetric. Therefore, four
independent binary choices are possible: the bottom dot, the top dot, the two side
dots (either both present or both absent), and the MOy part (either zero or full),
leading to 16 possibilities overall.
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4.3 Application: Relations defined by identities

This section aims to expose a more advanced application of arithmetic on triplex
symbols, to study so-called relations defined by identities on orthomodular lattices.

For a variety K of type 7, we shall call an element of (TT(Z))2 a binary term identity.

Define O, as the set of finite subsets of (TT(Q))Q. On any algebra A of K, an element
S of ©, can induce a binary relation S as follows: for all a,b € A,

a {(s0,t0), (s1,t1), -, (Sn—1,tn1)} b
iff
Vi<n: si(a,b)=ta,b).

Define Ok as the quotient set of ©, under the equivalence relation

S~ S <« forallalgebras Ac K, S=51in A

(that is, two elements of O, are equivalent iff on every algebra of K, the binary
relations induced by them coincide). In analogy to the beginning of this chapter,
through abuse of terminology we will refer to elements of Ok as binary relations on K
defined by identities. To give a few examples, on any variety K, the equality relation
and the universal relation are both defined by identities, by taking S = {(<,>)} and
S = @ respectively. The empty relation can never be defined by identities, since
every variety contains one-element algebras, which satisfy every identity; however,
there may exist a ‘near-empty” relation, which induces the empty relation on every
nontrivial algebra of K.

Some examples for the case K = OML:

e < is defined by identities, since a < b is defined by a = a A b (equivalently
b=aVb),sowe can take S = {(a,a Ab)} or S = {(b,aVb)}.

e The orthogonality relation L, where a L b is defined by a < V' (equivalently
b < d’). In general, if a relation R is defined by identities, then so is any
relation of the form s(a,b) R t(a,b), where s,t € Tomw(2).

e The commutativity relation C, defined for example by a = (a AD) V (a A V).

e An example defined by two identities is position P’ (see e.g. |[7]), using
S={(aA¥V,0),(a’ Nb0)}.

e Non-examples include <, <, or ~ (perspectivity).

For orthomodular lattices, a special case of relations defined by identities are relations
defined by a symbol, that is, relations R which admit a definition

aRb iff a®b=0,
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for some symbol ® € Fomr(a, 5). In this context, we shall call ® the characteristic
symbol of R. Every such relation is defined by identities (since for every symbol
® € Fomw(a, ) there exists a term ¢ that encodes the same binary function).
Interestingly, the converse also holds: to every relation defined by identities on
orthomodular lattices, there exists a characteristic symbol. We will prove this
statement in two steps.

Firstly, any relation defined by multiple symbols can also be characterized by one:

Theorem 4.3.1. Let S € Oomr be defined by the identities
aPyb=0;, ad®, b=0;...ad,_1b=0

where ®; € Fomw(a, B) for alli <n, n € N. Then S can also be defined by a single
identity a ® b =0, namely with ® = dqvV P, V...V, ;.

Proof. The statement is trivial for n = 1. For n = 0, the universal relation, < is a
characteristic symbol (since a % b= 0 for all a,b in any orthomodular lattice), and
% = \/@. Forn > 1, we will prove the case n = 2; the general case follows inductively.
Suppose then that a relation S € Oy, is defined by aSbiff a ® b=a ¥ b = 0 for
two symbols &, U € Fomr(a, ). We have seen in the first chapter that in any lattice
L with zero, for all x,y € L, (x = 0 and y = 0) is equivalent to x V y = 0; thus, the
condition a ® b=a ¥ b =0 is equivalent to 0 = (a P b) V (a ¥ b) =a (P V V) b.
Therefore, ® VV U is a characteristic symbol of S. m

(Note that an analogous statement with the meet of symbols characterizing logical
disjunction of multiple identities does not hold, since x A y = 0 does not imply
(x =0 or y =0). The case n = 0 makes it particularly clear that this cannot be
the case: the logical conjunction of zero identities gives the universal relation, which
has a characteristic symbol; the logical disjunction of zero identities gives the empty
relation, which cannot be defined by identities in any way, let alone by a symbol.)

The full equivalence between relations defined by identities and relations defined by
a characteristic symbol will then be proved once we show that any relation defined
by a single identity also admits a characterization through a symbol. To this end,
we first prove a seemingly unrelated auxiliary result:

Theorem 4.3.2. Let L be an orthomodular lattice and a,b € L. The following
statements are equivalent:

(i) a = b;

(it) a,b are in position P' and additionally aCb.

Proof. (i) = (ii) is trivial, since commutativity is reflexive and for position P’ we
obtain a A =bA bW =0 and o’ Ab=da' Aa=0. Suppose therefore that a,b are in
position P’ and aCb holds. Then we obtain a = (a Ab)V (aAb) = (aAb)VO =aAb,
so that a < b. We also have bCa, since L is orthomodular, and therefore also
b=(bANa)V(bAd)=((bANa)VO=DbAa,sob<aas well. By antisymmetry, a = b,
proving (ii) = (i). O
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The significance of this result lies in the fact that both commutativity and each of
the two “components” of position P’ have characteristic symbols: position P’ can be
expressed as a «» b= 0 and a ¢ b= 0, while we know from Theorem 3.1.1 that
aCb holds iff a %] b = 0. Thus, we can apply Theorem 4.3.1 and construct the join
of these three symbols to obtain the following central result:

is the characteristic symbol of the equality relation.

Using triplex symbol arithmetic, this allows us to construct a characteristic symbol
for any relation defined by a single identity:

Theorem 4.3.3. Let S € Oomr be defined by a single identity s(a,b) = t(a,b) for
some terms s,t € Tomr(2). Then there exists a symbol = € Fomu(«, 5) such that
aSh iff a Z b =0 holds (i.e. Z is a characteristic symbol of S), namely = = @ [] U,
where ® and V are the symbols corresponding to s and t respectively.

Proof. We apply the composition rule for triplex symbols, along with the fact that
characterizes equality:

aSb < s(a,b) = t(a,b)
SaPb=aV¥b
S (aPb)fe(a¥b)=0
Sa(dfeV)b=0.

]

Thus in the case of a single identity, there always exists a characterization through
a symbol. In the case of multiple identities, find the symbol for each one and
take the join. (Since Fowmuw(a, ) is a finite lattice, this even works for infinitely
many identities.) Finally, in the case of zero identities, take < as the characteristic
symbol. Overall, it follows that any relation characterized by a set of identities has a

characterization by a single symbol; thus, to summarize:

Corollary 4.3.4. In the variety of orthomodular lattices, the set of relations
characterized by identities is identical to the set of relations characterized by a
symbol. [

In particular, the existence of a symbol for any relation characterized by identities
is always guaranteed. What about uniqueness? To test this, let us construct the
characteristic symbol of a < b using its two equivalent definitions by identities:

a=aANb & alpb=ab & a(lp[e)b=0 < a|xb=0;
b=aVb & alb=alb < a(p[}])b=0 & af:b=0.

The two approaches gave different results. This is not a contradiction to Theorem
4.3.3: both [ and [ are indeed characteristic symbols for <. Their term functions
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are not identical, but they do return 0 under the same conditions. Thus, uniqueness
is not always given. To clarify exactly when it isn’t, and by how much, we begin
with the following observation:

Theorem 4.3.5. Let L be an orthomodular lattice and a,b € L. The following
statements are equivalent:

(i) aCb;

(ii) a [ b=0;
(i1i) a ® b= 0 for some nonzero, purely MOy symbol ®;
(iv) a ® b =0 for all nonzero, purely MOy symbols P.

Proof. (i) < (ii) has been established in Theorem 3.1.1. (iv) = (ii) = (iii) is trivial.

To show (iii) = (iv), one way is to inspect Tables 4.1 and 4.2: wherever any one of
the five operations takes the value 0, all five do. Alternatively, avoiding the need for
direct calculation, we can rephrase the statements in terms of quotient algebras: we
consider [[{&, b}]] , which, being generated by two elements, is isomorphic to a quotient
algebra of Fomr (o, ). We make use of Theorem 3.2.8 stating that all congruence
relations on Fomr(«, 8) are products of congruence relations on its simple factors,
along with Theorem 3.1.3 stating that MO, is a simple lattice. This lets us conclude
that if a congruence relation on Fonmp (o, §) identifies O with some nonzero, purely
MO; element, then it collapses the entire MOy part of Fomuw(a, 3). ]

The above theorem implies that |o%, %], <], [%, [3] are all equivalent as characteristic
symbols for the commutativity relation. Similarly, ® x a,® x b, ® x A, x B, x 1
are equivalent for any symbol ®, and we pick the form & x 1 as the “standard form”.
Using [+¢ and [¢] as an example,

aleb=0

& (a2 b)Vialeb)=0
& ab=0andalr b=0
< a»b=0andalE|b=0
& (% b V(b =0
S alP]b=0

Up to equivalence of standard forms, there are 32 distinct symbols in Fomr(«, 5);
they form a subalgebra isomorphic to 2* x {0,1} = 25, The theorem below shows,
among other things, that this is the only redundancy in characteristic symbols:

Theorem 4.3.6. Two symbols &,V € Fomur(a, B) define the same relation in © omu
iff ® and U have the same standard form. Thus, there are exactly 32 relations defined
by identities on orthomodular lattices.
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Proof. There are at most 32 relations defined by identities, since 32 is the number of
elements of 2* x {0,1}. To show that there are no further redundancies, consider
the five atoms of 2 x {0,1} (&, o, o, o [#]) and the corresponding relations:
aNb =0;d AN =0;aNb=0;a" ANb=0;aCh. (We will denote the first four by
the symbols <, T, L > respectively.) Every relation defined by identities is some

(possibly empty) conjunction of these conditions, thus we need to verify that no two
such conjunctions are equivalent.

Firstly, let n,m € N, and let p; and ¢; be families of formulas in two bound variables
a, b, and suppose that the following proposition holds:

Vab: (Vi<n: pla,b)) < (Vj<m: g(ab)),

where the sets {p; | i < n} and {g; | 7 < m} are not equal. In that case, one of these
sets contains a formula that the other set does not; suppose WLOG that {¢; | j < m}
contains such a formula, call it ¢. Then we conclude that the following must hold:

YV oa,b: (Vi<n: pi(a,b)) = q(a,b),

and the p; for i < n are all distinct from gq.

If two different elements of 2% x {0,1} correspond to the same relation defined
by identities, then there are two different sets of conjunctions of “atomic relations”
equivalent to one another. Therefore, by the above, one of these atomic relations
must be implied by the remaining four in every orthomodular lattice L and for all
a,b € L. To disprove this, for each atomic relation R we present an orthomodular
lattice L and two elements a,b € L such that a, b are in every atomic relation other
than R, but not R itself:

L e b s L 2 2 C

2 |1 o0 S

2|0 0|V v vV

2 |1 1| v oV

2|0 1 |v v V v
MOy a b | v v v

Table 4.4: Mutual independence of the five atomic relations

Thus, none of the atomic relations is implied by the remaining four, and so all 32
possible conjunctions of them are pairwise distinct. O

The statement of Theorem 4.3.6 exposes a surprisingly regular structure for relations
defined by identities on orthomodular lattices. They form a lattice themselves, which
is also isomorphic to 2°. In this lattice, the meet is the set-theoretical intersection,
though — as remarked earlier — the join is just a supremum, and generally not the
set-theoretical union; for instance, in this lattice, (<) V (>) = C 2 (<) U (>). The
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unit of this lattice is the universal relation; the zero is the “near-empty” relation
characterized by the symbol and the corresponding identity 1 = 0, which is
universally true in the one-element lattice and universally false in all others. The five
so-called “atomic relations” are actually the co-atoms of this lattice, and every element
is a (possibly empty) meet of them. Some example representations of relations as
meets of co-atoms include:

¢ (9 = RING (2) = RING
e (L) = NG

(T) = (1) AC, where T is the dual relation to L;
o P = (J)NR);

(=) = RIARINC = (A (2) = P'AC.

Relations such as <, <, or ~ are also definable on any orthomodular lattice, but
they do not admit characterizations through identities only. To prove this, it suffices
to eliminate each atomic relation as a possible component. To illustrate, we close
this section with a proof for perspectivity:

Corollary 4.3.7. The perspectivity relation cannot be defined by identities only.

Proof. We exclude all atomic relations R that cannot be part of a conjunction that
assembles ~, by finding an orthomodular lattice L and elements a,b € L such that
a ~ b, but = (aRb) holds:

e In2 1~1but - (15%1); likewise, 0 ~ 0 but —(0 [ 0).
e In MOy, a~ b but = (aCb).

e In the orthomodular lattice of Figure 2.1, we have ¢ ~ a, but ¢ Ad’ =b # 0,
so = (¢ < a). Likewise, a ~ ¢ but = (a 2 ).

We have eliminated all five atomic relations. Thus the only possible conjunction for
~ would be the empty conjunction; but ~ is not the universal relation (e.g. = (0 ~ 1)
holds in 2). Therefore, ~ cannot be characterized by identities. O]
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